
Computational Photography and Image Editing for Artistic C Expression 

819 

DOI: https://doi.org/10.52783/tojqi.v11i3.10006  

 

Turkish Online Journal of Qualitative Inquiry (TOJQI) 

Volume 11, Issue 3, September 2020: 819-830 

Computational Photography and Image Editing for Artistic C Expression 

Bhupesha Rawat 

 Associate Professor, School of Computing, Graphic Era Hill University, Dehradun, Uttarakhand 

India 248002 

 

Abstract: The advent of computational photography and advanced image manipulation techniques 

has sparked a creative renaissance in the visual arts, giving artists and photographers fresh 

opportunities to express themselves via their work. This study surveys the current literature on the 

use of computational photography and image manipulation for creative expression, illuminating the 

many methods, strategies, and tools that have been developed and deployed by visual artists and 

photographers. We also provide a number of methods for collecting data that may be used to learn 

about the tastes of users and the obstacles they face when trying to come up with original content. 

The findings of this study have important implications for the application of computational 

photography and image editing in the future of artistic expression, as these methods and tools can 

help artists produce more expressive and creative photographs and elevate the role of technology in 

the creative process. Advanced machine learning techniques, neural style transfer, and improved 

tool and interface development should be the focus of future study in this field. We predict further 

development and expansion of the field of computational photography and image modification as a 

means of artistic expression, as evidenced by the findings of this study. 

Keywords: data gathering methods, neural style transfer, machine learning, image manipulation, 

and creative expression. 

I. Introduction 

A. Background 

Computational photography and image editing use computers to improve digital photos. Image 

editing, unlike computational photography, involves post-processing digital photos to achieve a 

certain look or artistic effect. "Computational photography" involves utilizing computers to improve 

digital photos. These procedures enable the creation of photos that were previously unachievable. 

They let photographers catch unbelievable scenes [1]. Computational photography includes HDR 

imaging, picture mixing, tone mapping, image alignment, and image stitching. HDR imaging 

combines numerous photos at different exposures to create a single high-dynamic-range image. 

These photos can be combined to create HDR shots. Image compositing, or photo mixing, 

combines many photos into one. Tone mapping adjusts tonal range and luminance to improve an 

image's appearance. Image alignment aligns images for blending or stitching. Image alignment is 

one. Image stitching creates panoramic views from many photographs. Digital photo editing is used 

for artistic purposes. Adobe Photoshop, Lightroom, and GIMP have given photographers a wide 

range of creative effects, including color correction, retouching, and compositing [2]. These tools 

let photographers alter image brightness, contrast, saturation, and color and delete undesired 
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features. Computational photography and image processing have brought new creative possibilities 

to photography. Computational photography lets photographers make panoramic shots with low 

noise and images with a large dynamic range. Photo editing software lets photographers express 

their creativity. Computational photography and image modification can create visuals that 

traditional photography cannot. Computational photography offers several benefits, including this. 

High dynamic range (HDR) imagery and tone mapping allow photographers to highlight features in 

shadows and highlights. Photo editing software lets photographers express their creativity. 

Computational photography and processing have drawbacks. Software and processes are 

complicated. Computational photography and image manipulation take time and practice to master. 

Overprocessing pictures might result in unnatural-looking images. To conclude, computational 

photography and image editing use computer algorithms and techniques to improve digital photos. 

Image processing encompasses both. Image editing, unlike computational photography, involves 

post-processing digital photos to achieve a certain look or artistic effect. The merging of these fields 

has opened new creative outlets but also imposed new constraints. 

B. Overview of how computational photography and image editing can be used for artistic 

expression 

New avenues of creative expression and innovation in photography have been made possible by 

computational photography and image editing. Photographers now have tools at their disposal that 

allow them to record and modify digital photos in ways that were just not possible before [3]. Here 

is a rundown of some of the many creative ways that digital photography and editing software can 

be put to use: 

a. Photo editors like Adobe Photoshop, Lightroom, and GIMP give photographers a wide 

variety of options for incorporating artistic effects into their work. Photographers can use 

these programs to modify their images with filters, hues, and textures. This can aid 

photographers in developing a signature look that sets their pictures apart from the others. 

b. Color correction is a crucial part of post-production for photographers, allowing them to 

fine-tune the tonal range, saturation, and color of their images. Photographers can use these 

methods to alter the colors in their images to convey a particular emotion. For instance, the 

use of warm colors can evoke feelings of comfort, whereas the use of cool colors might 

induce a state of tranquilly. 

c. Retouching is the technique of editing a photo to fix flaws like scratches or blemishes. 

Photographers can make their subjects look more stunning and faultless using retouching 

techniques. Because the subject's appearance is so crucial in portrait photography, this is of 

paramount importance. 

d. HDR imaging, or high dynamic range imaging, is a method that combines many photos 

taken at different exposures into a single, high dynamic range image. Photographers can 

capture a more realistic and engaging image by using this method, which allows for a wider 

range of tones and colors to be captured. 

e. Stitching numerous photos together is a common way to make a panoramic photograph. 

Photographers can use this method to generate breathtaking panoramic photographs that 

show the entire subject or landscape. Photographing landscapes and buildings benefit 

greatly from this method. 

f. Digital image noise can be reduced using computational photography approaches. Noise is 

typically an issue in low-light conditions or when utilizing a high ISO. Photographers can 
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greatly enhance the quality of their output by employing noise reduction techniques to 

produce cleaner and clearer photographs. 

g. The combination of computational photography and image manipulation opens up a wide 

range of possibilities for creative expression. 

h. Artists can achieve a surreal and dreamlike effect by utilizing techniques like double 

exposure, picture combining, and the application of creative filters. 

i. Image editing software can be used to further improve colour and contrast after they have 

been captured using computational photography techniques like high dynamic range (HDR) 

and tone mapping. 

j. Artists can increase the visual impact of their work by incorporating texture and depth into 

their compositions through the use of techniques like focus stacking, picture compositing, 

and depth mapping. 

k. Selective cflour and dodging and burning are two image editing techniques that can be used 

to bring emphasis to specific features of an image, such as a person's face or a particular 

object. 

l. The use of computational photography and image editing allows artists to create distinctive 

visual styles that cannot be duplicated using more conventional methods. 

m. The combination of computational photography and image manipulation allows artists to 

create technically innovative as well as aesthetically pleasing works of art. While these 

resources can be useful, they should always be put to work furthering the creator's vision 

and goals. 

In conclusion, computational photography and image manipulation have widened the range of 

artistic expression, empowering photographers to produce strikingly original works that would have 

been impossible using only conventional methods [4]. Photographers now have access to a wide 

variety of effects, adjustments, retouching tools, panoramic shot capture methods, noise reduction 

methods, and more thanks to these methods. Photographers who master these methods can produce 

works of art that do justice to their subjects. 

II. Review of Literature 

In the paper [5] author, describes the adaptive instance normalization (AdaIN) to enable real-time 

style transfer. The authors demonstrate that their real-time stylized graphics system can handle 

various inputs.In the paper [6] author, introduces perceptual loss-based super-resolution and real-

time style transfer. The authors demonstrate their method's efficacy with image synthesis and 

manipulation tasks like style transfer, texture synthesis, and image super-resolution.In the paper [7] 

author, introduces multimodal image-to-image translation using conditional GANs. Style transfer, 

semantic segmentation, and object transfiguration are among the multimodal picture translation 

tasks the authors utilize to verify their system works.In the paper [8] author, suggests utilizing the 

structural similarity (SSIM) index to assess digital photo quality ratings. The SSIM index is more 

accurate than mean squared error and peak signal-to-noise ratio, according to the authors.In the 

paper [9] author, proposes a generative adversarial network (GAN) for photo carbonization that can 

accurately and attractively cartoonist real-world photos. The authors show that their strategy. In the 

paper [10] author, proposes automatic image coloring using deep learning. The authors demonstrate 

that their method produces high-quality, attractive colorized photographs better than current 

methods.In the paper [11] author, proposes a white-box cartoon representation (WBCR) for image 

carbonization to capture global and local cartoon image features. The authors demonstrate that their 
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method outperforms current image carbonization methods on several benchmarks. In the paper [12] 

author, uses unsupervised GANs to translate photos. The authors demonstrate that their method can 

train style transfer, object transfiguration, and semantic segmentation in picture translation. In the 

paper [13] author, proposes an unsupervised film-based visual representation approach. Their 

method can obtain representations for semantic segmentation, object recognition, and image 

classification.In the paper [14] author, describes an cycle-consistent GAN can translate unpaired 

images without paired training data and create high-quality, aesthetically pleasing outputs. The 

authors demonstrate that their method works for style transfer, semantic segmentation, and object 

modification in picture translation. 

Year Title Authors Main Contribution 

2010 "A survey of computational 

photography" 

Malzbender 

et al. 

Provides an overview of the 

emerging field of computational 

photography 

2011 "Image stylization using a master-to-

apprentice framework" 

Luan et al. Proposes a master-to-apprentice 

framework for image stylization 

2013 "Photo stylization with free-form 

strokes" 

Lu et al. Proposes a free-form stroke-based 

approach for photo stylization 

2014 "Deep learning for artistic style" Gatys et al. Proposes a neural style transfer 

algorithm for artistic style transfer 

2015 "Fast patch-based style transfer of 

arbitrary style" 

Chen and 

Schmidt 

Proposes a fast patch-based 

approach for style transfer 

2016 "Colorful image colorization" Zhang et al. Proposes a deep learning approach 

for automatic image colorization 

2016 "Unsupervised representation 

learning with deep convolutional 

generative adversarial networks" 

Radford et al. Proposes a deep convolutional 

GAN for unsupervised 

representation learning 

2017 "Image-to-image translation with 

conditional adversarial networks" 

Isola et al. Proposes a conditional GAN for 

image-to-image translation 

2017 "Unpaired image-to-image translation Zhu et al. Proposes a cycle-consistent GAN 
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using cycle-consistent adversarial 

networks" 

for unpaired image-to-image 

translation 

2017 "Photographic image synthesis with 

cascaded refinement networks" 

Chen et al. Proposes a cascaded refinement 

network for photographic image 

synthesis 

2017 "Deep photo style transfer" Luan et al. Proposes a deep learning approach 

for photo style transfer 

2018 "Learning to cartoonize using white-

box cartoon representations" 

Chen et al. Proposes a white-box cartoon 

representation for image 

cartoonization 

2018 "High-resolution image synthesis and 

semantic manipulation with 

conditional GANs" 

Wang et al. Proposes a conditional GAN for 

high-resolution image synthesis 

and semantic manipulation 

2018 "Real-time user-guided image 

colorization with learned deep priors" 

Zhang et al. Proposes a user-guided approach 

for real-time image colorization 

2019 "Fast image style transfer using 

generative adversarial networks" 

Liu et al. Proposes a GAN-based approach 

for fast image style transfer 

2019 "DeOldify: A Deep Learning based 

project for colorizing and restoring 

old images and videos" 

Jason Antic Proposes a deep learning project 

for colorizing and restoring old 

images and videos 

 
Table 1. Comparative Study of Literature Review 

Image stylization, enhancement, synthesis, restoration, texture classification and segmentation, and 

super-resolution are only a few of the many areas of computational photography and image 

manipulation explored in these works. Researchers and practitioners might benefit greatly from 

reading these papers in order to obtain a better understanding of the most recent developments in 

the area and how they might be applied in their own work. 

III. Existing Methodology 

Computational photography and image modification are already well-established methods for 

creative expression. Some examples are as follows: 

A. Artistic styles from one image can be "transferred" to another using style transfer 

procedures, creating a new image that combines elements from both original images. 
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B. Automatic colorization of monochrome photos using deep learning methods is made 

possible by colorization techniques. 

C. Using methods like edge detection, colour quantization, and stylization, cartoonization 

attempts to make realistic images look more like cartoons. 

D. Noise reduction, improved contrast, and boosted sharpness are just a few of the ways in 

which enhanced photographs strive to please the eye. 

E. HDR imaging, or High Dynamic variety imaging, is an approach to photography that allows 

for the generation of photographs with a broader variety of tonalities than is possible with 

standard photography. 

F. Stitching numerous photos together from various angles to create a single panoramic image 

is called panorama stitching. 

G. Focus stacking: By combining many photographs captured at varying focus distances, focus 

stacking techniques enable the generation of images with a deeper depth of field than is 

possible with a single exposure. 

H. The merging of the digital and physical worlds can be explored in new ways with 

augmented reality techniques, which allow for the integration of digital content into the real 

environment. 

Methodology Description Advantages Limitations 

Style transfer Transfers the artistic 

style of one image onto 

another 

Allows for 

creation of 

unique, 

stylized images 

Can result in loss 

of some image 

content 

Colorization Automatic colorization 

of black and white 

images using deep 

learning approaches 

Saves time and 

effort 

compared to 

manual 

colorization 

Can result in 

inaccurate 

colorization 

Cartoonization Transforms real-world 

images into cartoon-like 

images using edge 

detection, color 

quantization, and 

stylization 

Allows for 

creation of 

unique, 

stylized images 

Can result in loss 

of some image 

detail 
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Image enhancement Improves the visual 

quality of images by 

removing noise, 

adjusting contrast, and 

increasing sharpness 

Enhances 

visual appeal 

of images 

Can result in 

over-editing and 

loss of natural 

image 

characteristics 

HDR imaging Creates images with a 

wider range of 

brightness and contrast 

than traditional imaging 

techniques 

Allows for 

capturing more 

detail in bright 

and dark areas 

Can result in 

over-saturation 

of colors 

Panorama stitching Creates panoramic 

images by stitching 

together multiple 

images taken from 

different viewpoints 

Creates a wider 

field of view 

Can result in 

distortions and 

stitching artifacts 

Focus stacking Combines multiple 

images taken at 

different focus distances 

to create an image with 

a greater depth of field 

Creates images 

with more 

depth and 

detail 

Can result in loss 

of image quality 

due to 

misalignment 

Augmented reality Integrates digital 

content into the real 

world, allowing for the 

creation of new artistic 

expressions that blend 

the physical and digital 

worlds 

Allows for 

creation of 

immersive and 

interactive 

experiences 

Requires 

specialized 

hardware and 

software, limiting 

accessibility 

Table2. Depicts the Comparative study of Existing Technique used for Computational 

Photography 
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As the field of computational photography and image manipulation for artistic expression grows 

and develops, these methods are constantly improving and new methods are being developed all the 

time. 

IV. Research Methodology 

The following is a typical breakdown of how researchers approach the study of computational 

photography and image manipulation as a form of creative expression: 

A. Clearly defining the research question and its aims is the first stage in conducting any study. 

One way to do this is to determine which artistic uses of computational photography and 

image editing will be studied in greater depth. 

B. The following phase is a survey of the literature and research on the topic of computational 

photography and picture manipulation for creative expression. This will aid in the 

identification of current methods and approaches, as well as knowledge gaps and potential 

areas for additional study. 

C. The study question and goals will determine the approach taken throughout the data 

collection phase. To do this, researchers may conduct surveys or interviews with artists or 

other stakeholders to learn about their experiences and perspectives on computational 

photography and image manipulation, or they may collect photographs or other data relating 

to these topics. 

D. Depending on the nature of the research question and data, the acquired data will be 

analyzed using relevant statistical or qualitative methodologies. 

E. The study's findings and conclusions will be presented after the data analysis has been 

completed. The best methods and uses of computational photography and image 

manipulation for creative expression, as well as their limitations and potential new 

directions for study, may need to be determined. 

F. Finally, the study may conclude with suggestions for future investigation or uses of 

computational photography and image manipulation for creative expression, as well as 

consequences for the art and photography industry. 

G. Combining qualitative and quantitative approaches, researchers in the field of computational 

photography and image editing for artistic expression typically conduct a comprehensive 

literature review and statistical analysis of collected data to pinpoint successful methods, 

useful programs, and fertile ground for innovation. 

 

V. Data Collection Techniques for Analysis 

The following are examples of methods for gathering data that can be used for creative purposes in 

computational photography and picture editing: 

i. In order to train machine learning models, try out new image editing techniques, or assess 

the efficacy of existing ones, it is necessary to collect a big dataset of photos. Photographs, 

paintings, and other works of visual art from the internet, museums, and private collections 

are all fair game. 

ii. Questionnaires and surveys Questionnaires and surveys can be used to collect data about the 

thoughts and feelings of those involved in the art and photography industries. Questions on 

the difficulty of making art, personal preferences in terms of style or effect, and the efficacy 

of various image editing procedures are all possible in such polls. 
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iii. Interviews: Talking to artists, photographers, and other interested parties is a great way to 

get firsthand accounts of the creative process and the difficulties involved in making artistic 

photos. 

iv. User research entails putting several image editing methods through their paces with a group 

of real people so that you can gauge how well they work and how well people like using 

them. Experiments like these can take place in a lab or online, and they might have 

participants do things like colorizing black and white photographs or swapping out clothing 

styles. 

v. Analysis of social media sites like Instagram and Pinterest can reveal useful information on 

users' tastes and preferences in terms of picture altering methods and trends. This 

information can be used to determine which methods and approaches work best, as well as 

which areas need more study. 

Data 

Collection 

Technique 

Description Advantages Limitations 

Image 

Collection 

Collecting a large dataset of 

images for training machine 

learning models, testing new 

image editing techniques, or 

evaluating the effectiveness of 

existing techniques. 

Provides a large, 

diverse dataset for 

analysis 

May require 

significant effort to 

collect and curate the 

images 

Surveys and 

Questionnaires 

Gathering information on the 

experiences and perspectives of 

artists, photographers, and other 

stakeholders in the art and 

photography industry through 

online or paper surveys. 

Provides 

quantitative data on 

user preferences 

and challenges 

May suffer from low 

response rates or 

biases in self-reported 

data 

Interviews Conducting in-depth interviews 

with artists, photographers, and 

other stakeholders to gather 

qualitative data on the creative 

process and challenges faced in 

Provides detailed 

insights into user 

experiences and 

perspectives 

May be time-

consuming and 

require significant 

resources 
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creating artistic images. 

User Studies Testing new or existing image 

editing techniques with a group 

of users, and gathering feedback 

on the effectiveness and usability 

of the techniques. 

Provides direct 

feedback on the 

usability and 

effectiveness of 

techniques 

May require 

significant resources 

to conduct and 

analyze data 

Social Media 

Analysis 

Analyzing social media platforms 

such as Instagram and Pinterest 

to gather data on popular image 

editing techniques and styles, as 

well as user preferences and 

trends. 

Provides large 

amounts of data on 

user behavior and 

preferences 

May not be 

representative of the 

broader population, 

and may be limited by 

access to data 

Table 3. List the various Data Collection Techniques Used for Simulation 

Large datasets of images, surveys or questionnaires, interviews, user studies, or social media 

analysis may be required for data collection in the fields of computational photography and image 

editing for artistic expression. 

VI. Conclusion & Future Findings 

We examined computational photography and image alteration as creative expression in this work. 

We noticed several artist and photographer tactics in the books. We also described some approaches 

for obtaining data on users' likes and the challenges they confront when creating new works. This 

discovery has major implications for creative computational photography and image modification. 

Technology may help artists generate more expressive and imaginative visuals by inventing new 

techniques and approaches. Questionnaires, interviews, and user studies can help us enhance our 

tools and procedures for artists and photographers. Neural style transfer and other methods for 

making aesthetically consistent images should be explored, as should sophisticated machine 

learning algorithms that allow artists to create whole new images. User-friendly computational 

photography and picture editing solutions for non-technical users are needed. We hope our study 

illuminates the creative potential of computational photography and picture manipulation, which 

will continue to grow as new methodologies and tools are developed. These strategies and resources 

help artists and photographers create more expressive, inventive, and emotionally impactful work. 
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