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Abstract 

To improve device performance, reconfigurable computing refers to including application-specific hardware in 

accordance with various applications. Dynamic reconfiguration allows a portion of the hardware to be modified 

by the device while the rest remains operational. Furthermore, the FPGA configuration registers access by an 

internal configuration access port(ICAP). By specializing in the machine for a particular application, 

reconfigurable computing increases system performance. Application reconfiguration can only increase the 

performance of the system if the time complexity exceeds the initialization period. This ensures that only the 

device efficiency of quasi-static applications can be enhanced by dynamic reconfiguration. Typical 

reconfiguration times were obtained in milliseconds and this still holds for most applications, despite ongoing 

study. This is because of their long period or the delay generated by the process of reconfiguration. Different 

attempts have been made to increase the system's throughput to rival that of the ICAP controller to overcome 

these drawbacks and migrate reconfigurable computing to complex applications. Reconfiguration may increase 

the utilization of the region as well. To demonstrate the feasibility of the proposed BRAM-based architectural 

design for the reconfiguration of real-time applications and to check the literature's proposed throughput is the 

only aim of this project. 

Keywords:  

 

1. Introduction 

Generally speaking, the reconfiguration of an FPGA process greatly reduces device efficiency.  

Reconfiguration refers to the use, in conjunction with general-purpose software, of application-specific 

hardware. The overhead for reconfiguration is the time it takes to create new hardware and the time it takes to 

migrate these new configurations to the configuration memory of the computer from an external memory 

location.  

The method called hardware-controlled reconfiguration includes previously generating the new hardware, 

storing the configuration data in the block random access memory (BRAM) of the FPGA, and using a finite 

state machine based on hardware to facilitate the reconfiguration operation.                   
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A BRAM sometimes called embedded memory or embedded  BRAM is a discrete part of an FPGA, which 

means there are so many of them are present on the chip. They have dedicated blocks of memory and ideal for 

most memory requirements and they can use multiple blocks for large memories. Each FPGA has a unique 

number so that we can have more or less BRAM depending on the application. It constructs both single and real 

dualport RAM and writes and reads synchronously, which is different from distributed RA. They have width 

and depth that can be adjusted. For storing a large amount of data within the FPGA, block RAMs are used. And 

for lots of applications, they are useful. There are some of the BRAM features below,  

• The on-chip bulk memory needed by many applications is supported.  

• Massive aggregate bandwidth provides  

• Support the ability to write bytes  

• Has integrated logic from First In First Out  

• Combined logic for error-correcting  

The use of BRAM and a hardware-controlled reconfiguration method therefore, enhances the efficiency of 

the device. By specializing in the scheme for a particular application, it enhances device performance. A drop in 

power usage and part count are additional benefits. 

2. Proposed System   

The bitstream as .coe file is loaded into Block RAM using the Xilinx core generator. Use the 128-bit  

configuration selector to pick the configuration. The reconfiguration controller is activated with the aid of a 

pushbutton after selecting the configuration. The bitstream loaded into the BRAM is then moved to the 

reconfiguration control. Then it moves to the ICAP (Internal Configuration Access Port) again, which serves as 

the configuration memory interface. The bitstream is then sent from the configuration memory to the MAC 

machine. Multiplication and addition are performed here and give the desired output. The configuration selected 

will be reflected in the LED connected to the MAC unit and the output of MAC will be reflected in the 

waveform.  

3. Block Diagram   

 

Fig.1 The architecture of MAC with the hardware-based reconfiguration 

3.1 Block Ram  

BRAM is called Block Random Access Memory. BRAMs are used to store a large amount of data within  

your FPGA. They are one of the four commonly recognized elements on an FPGA data table. The remaining 

DSPs are Flipflops, Look-up Tables, and Optical Signal Processors. The bigger and more expensive the FPGA, 

the more BRAM that would have on it. A Block RAM is a different part of an FPGA (sometimes referred to as 

embedded memory, or Embedded Block RAM (EBR)), which means that many of them are available on the 

device. Depending on your application, you may need more or less BRAM. It comes in a finite size 4/8/16/32 kb 

and every FPGA has a different amount. There is an adjustable width and depth for them. And for many users, 

they're very useful.  
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Fig .2 Logic diagram of Block RAM 

3.2 Configuration Selector  

The 128-bit configuration is selected using the configuration selector. The Dual-in-line Module (DIP)  

switch serves as a configuration selector, which is activated by the PUSH button.  

3.3 Reconfiguration Controller  

The reconfiguration controller is responsible for reconfiguring the frequency parameters which  

controlling the pulse width modulation(PWM) and it contains the multi-boot state machine. The external 

pushbutton is used to trigger the reconfiguration. Its time is measured from the moment the external trigger goes 

high to when the active-low LED, including the “DONE” state of the configuration process, illuminates. It 

provides functions for Partial Reconfiguration Designs. The RC pulls a partial bitstream from the memory and 

delivers it to an internal configuration access port when hardware or software causes events to occur (ICAP). 

The RC also assists with local decoupling and startup events, customizable per Reconfigurable Partition.  

3.4 Internal Configuration Access Port  

In Xilinx FPGA, the internal configuration access port (ICAP) is used to allow the user application to  

configure the application structure at run time. Application circuits configured on the Xilinx Virtex series 

FPGAs can reconfigure the FPGA at run time using the on-chip ICAP. Traditional methods used by OPB-based 

and PLBbased systems to reach ICAP are overcomplicated and rarely reused.  

 

  

  

  

                                                                                              To  Config.memory  

                                               32               

                                               32                      

                                                                       

 

Fig.3  ICAP 

3.5 Configuration Memory  

For configuring low-cost SRAM, BRAM FPGAs as well as higher-density Xilinx and Altera high 

performance FPGAs, configuration memory can be used. These memory configuration devices have In-System 

Programmable (ISP) capabilities and can be used for the most common FPGAs and programmable SoCs as data 

storage.  

3.6 MAC UNIT  

A common step that determines the product of two numbers and adds that product to an accumulator is  

CLK   
  
CSB   
  
RDWRB   
         
ICAP_VIRTEX6   
  
1   
  
0   
  
BUSY   
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the multiply-accumulate operation. The hardware unit that operates is known as a multiplier–accumulator 

(MAC, or MAC unit), the operation itself is also often called a MAC or a MAC Unit operation.  

Multiplicand         Multiplier 

 

Fig.4  Multiply and Accumulate Unit 

3.7 Output Indicator  

Indicators, which are variables that transmit information on important aspects of the outcomes of the  

simulation, are used to present the output. Performance measures are complementary to impact indicators 

and related to outcomes. The output indicator is connected to external LEDs and indicates the selected 

configuration based on the output of the Multiply Accumulate(MAC).  

4. Design Flow  

4.1 Bram Initialization  

Using the reconfiguration information the Block RAM should be initialized and also called the bitstream. 

However, this faces different issues since the bitstream cannot be fed directly into the BRAM using the Xilinx 

Core generator, which supports .coe files. The bitstream contains binary data representing the FPGA’s 

configuration bits, while the .coe file is a text-based file containing a header and configuration data for the 

Block RAM. A hexadecimal format is an example of an unformatted bitstream. The data are not grouped, as can 

be seen, which makes the data loading process more complicated.  

Using Bit Gen the bitstream can be converted into American Standard Code for information 

interchange(ASCII). As can be seen, the data are grouped into 32-bit sets each representing a configuration 

command. This ASCII file can be easily be loaded into the BRAM as a .coe file. Alternatively, it can also be 

loaded into the BRAM on synthesis using the VHDL construct. This construct is capable of reading a text-based 

file containing the configuration data and initializing the BRAM.  

 A central component in the proposed reconfiguration architecture is the hardware required to facilitate the 

reconfiguration process.  

4.2 Hardware Based Reconfiguration  

Compared to conventional methods, a processor bus like processor local bus (PLB) is required for the use of 

hardware implemented on the FPGA to control the reconfiguration process is called Hardware controlled 

reconfiguration(HCR). A state machine is used to control the reconfiguration process. A multi-boot is a feature 

included in Xilinx FPGAs and the state machine is used for multiboot. In the event of a configuration 

 

MUL   

  ADD   

ACCUCMULOR   
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malfunction, operating failure, or single event upset, it allows an active program to fall back to a previous good 

configuration (known as the "golden image") (SEU). It also supports warm boot reconfiguration, which is a 

subset of fallback reconfiguration that requires only a portion of the system to be reconfigured without 

impacting the device's reminder.  

5.Result  

5.1.Simulation Result     

 

Fig.5 Simulation Result of Main Block 

5.2.Result From Cadence  

 

Fig.6  RTL View of Main Block 

5.3.Comparision Of Existing And  Proposed Work  

Table 6.1. Criteria observed for Proposed Work 
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Table 6.2 Comparison of Existing work and  Proposed work(Area) 

 

Table 6.3 Comparison of Existing and Proposed work(Power) 

 

Table 6.4 Comparison of Existing and Proposed work(Delay) 

 

The observation from above table 6.1 to 6.4 shows that area, power and delay were less compared to the 

existing work. Thus in the proposed work, it can be achieved by replacing it with BRAM structure which will 

decrease the usage of logic gates. This leads to a decrease in power, area, and delay in reconfigurable computing 

which reduces power, area consumption, and delays in RISC architecture compared to the existing one.  

6.Conclusion And Future Work  

In this project, an area and power-efficient of MAC with hardware-based reconfiguration architecture are 

presented. The proposed architecture is designed and several circumstances are taken into scrutiny like area, 

power, and latency. To evaluate power consumption, area, and delay, the proposed architecture is enforced on a 

Cadence. The obtained results are effectively reducing the power consumption, area, and latency.   
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Thus the proposed method of architecture using configuration selector 128-bit configuration is selected. The 

configuration selector will be reflected in the LED connected to the   MAC unit and the output of MAC  will be 

reflected in the waveform.  

Significant improvement in area and delay is obtained. For demanding future applications we are currently 

considering four main ideas: more aggressive pipelining, better contention resolution, memory coherence, and 

use of dual-port RAM blocks. 
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