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Abstract 

Analysing and predicting the traffic of network will improve security. Network traffic analysis is implemented 

in different areas of applications such as banking, e commerce, etc. Different traffic analysis techniques are 

proposed like algorithms-based prediction, time series-based prediction model, Data mining-based analysis and 

ML based analysis. However, detecting intrusions with better accuracy is a nightmare while analysing vast 

congested traffic. In this paper to overcome the shortcomings of earlier proposed approaches, Gated Recurrent 

Neural Network is employed. Gated RNN provides better performance in detection, prediction and classification 

of intrusions in the real time network traffic. Proposed method is compared with earlier methods and validated 

with security metrics like accuracy and complexity 

Keywords:  

 

1. Introduction 

The fast improvement of Internet, traffic observing and anticipating become to an ever-increasing extent 

basic to arrange the board and control. The scientists construct a long reach reliance (LRD) organization traffic 

model by utilizing the development of authentic traffic to improve organization's presentation. During the early 

exploration, network traffic is frequently demonstrated as Poisson measure dependent on Poisson appropriation 

and Markov measure which gain from the model of public traded phone network traffic.Malware traffic could 

also be of any kind where the system functionality changes completely Traffic may be a very sensitive data that 

deals with a top quality of services like gaming, surfing and social media and other packet-based data.Malware 
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may be a malicious software, which infects the pc via network. Modern malwares are propagating via networks 

are very stronger and not captured by present antivirus or anti-malware systems. Hence analysing the network 

traffic and system traffic is far important and needed as per this security compliance. 

2. Contributions In This Paper 

 We proposed a novel malicious traffic classification system using combination of K-means and GRU 

model. The highlight of using GRU and K-mean is its nature of stacking the LSTM models and concurrently 

executing the same.  

 We also profile the traffic and characterize the features available into the useful form. A generalized 

packet processing adapter is also designed and developed for live testing  

 We also emphasis to attempt the auto-tuning of the features while processing it in GRU. However, the 

system cannot auto-tune the entire features but few highly correlated features are auto-tuned which are achieved 

in the very first time in the traffic classification.  

 We also validated the proposed system with the MTA-KDD’19 dataset to understand the efficacy of 

the system. From the experimental evaluation, it is also observed that the proposed system can work as same in 

both the collected data and the live data, which indeed produced an average accuracy of 97% for the both.  

 further data is classified with k-means algorithm to improve the accuracy of detection in the networks. 

 Finally, the proposed system would pave the pathway for the security researchers who are focusing 

more towards the online DL system add automation.  

3. Literature Survey 

Rajendra Prasad et al. 2017 presented review on Manet’s intrusion detection system with multitier energy 

system. The multitier energy system solves the intrusion detection issues like authentication, data integrity, and 

confidentiality. They discuss the various wireless intrusion detection system and analysis the performance and 

listed the wireless system in detection rate. It result the designing challenges of the manet’s IDS, which is 

require the distributed system design and  it is lacked in recent available wireless IDS system design. 

Rafathsamrin and D Vasumathiet al. 2017 presented review on the anomaly-based intrusion detection system. 

They use differ data set and algorithms to analyze the performance and security aspects of the anomaly based 

network. They use KDD cup data set to analyze different proportion of the system. It results the drawbacks of 

the previous IDS system and they describe the solution to overcome the problem. Azad et al. 2017 proposed the 

optimization techniques and neural network classification using the fuzzy min-max logic. They use KDD 99 

data set, the system provide the adaption facility on online system and minimize the learning timing of the 

system. It results the improvement of system classification error and accuracy. They also improve the 

performance of the system.   

Altwaijryet al. 2012 proposed the classification of Bayesian based intrusion detection system with KDD 99 

dataset. The system is able to improve the classifier and detect the intrusion in high positive rate. It result the 

improvement in system accuracy. The only drawback of this system is lack of probability data availability. 

Sivananthamet al. 2019 presented the comparison of adaptive boosted classifier and anomaly based intrusion 

detection system. This author research is comparison of three different classifiers performance and system 

throughput. They use the native bayes classifier, correlation based and random tree algorithm for comparison. In 

this process they conclude the system to minimize the attacking rate in anomaly based intrusion detection with 

the detection rate of 98.79% and best accuracy rate of 99.98% in native bayes network. Kunal singhet al. 2019 

presented the comparison analysis of the IDS by using the deep belief network and state preserving extreme 

learning algorithms to identify the performance of the system. In this comparison they use the NSL-KDD 

dataset. It results the accuracy of 52.8% in deep belief network algorithm and 66.83% in state preserving 

extreme learning machine algorithm. The deep belief network takes computational time of 90.8 seconds and 

state preserving extreme learning machine takes 102 seconds to detect the intrusion.  

Md Zahangiralomet al. 2015 proposed the online digital system intrusion detection mechanism by using the 

deep belief neural network. The object of this research is to detect and protect the system from intrusion attacks 

and also prevent the system from malicious attacks by using Deep Belief Neural Network (DBN) algorithm. 

Wang et al. 2017 proposed novel intrusion detection system called hierarchical spatial-temporal feature-based 

intrusion detection system (HAST-IDS).their system used the deep convolutional neural network for learning 

the low-level spatial features of network traffic, LSTM networks (long short-term memory networks) for 

learning high-level temporal features. They used the standard DRAPA and ISCX2012 dataset to evaluate the 

performance of their proposed system. Their model is computationally expensive compared to our approach 

because they used two stages for feature learning.  David ahmad effendi et al. 2017 proposed the system to 

detect the intrusion by manual detection algorithms to prevent the system from malicious attacks. They create a 
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system patterns to detect the intrusion. This system only detects the normal attacks and not used for strong and 

new intrusion detection attacks.  

Jianguo Yu et al. 2018 proposed the subway BAS intrusion detection on the expert system. The authors 

design the subway model, which is focus on the knowledge base inference engine based intrusion detection 

system. This model is used to identify the anomalous attacking and prevent system by the defined rule. The 

system separates the rules by black and white rules to control the system from intrusion. Klymashyulia & 

strykhalyukbogdam 2017 proposed the intrusion system to increase distribution system reliability. The authors 

use the support vector machine and restricted Boltzmann machine algorithm to prevent the system from 

intrusion attacks. They use the KDD-99 dataset to analyze the false positive and negative rate of the system. The 

research results the better accuracy in combination two algorithms. Ashfaq et al. 2017 developed a new method 

by using the fuzziness approach based on semi-supervised learning for intrusion detection. This method uses a 

neural network with random weights and plays an important role in the detection rate of NIDS because it 

decreases the computational cost. The model was evaluated on the NSL-KDD dataset but the performance of the 

model was studied on only the binary classification task. 

Justin Lee et al. 1999 presented a survey on Intrusion detection analysis method.  They discusses about two 

major problems in IDS are statistical and rule-based behavior analysis. D.-Y. Yeung & C. Chow, et al. 2002 

proposed a non-parametric density estimation method based on parse- window estimators with Gaussian kernels 

and Normal distribution. It is based on ensemble of decision trees. L Ertözet al. 2013 proposed the performance 

of the shared nearest neighbor (SNN) based ID model it was reported as the best algorithm with high detection 

rate. It reduces the datasets they were able to report that SNN performed well in comparison to the K-means for 

U2R attack. However, the system failed to show the entire dataset testing report. W. Li, et al. 2004 proposed the 

Generic algorithm based NIDS was facilities to the model for temporal and spatial- information to identify the 

complex anomalous behavior. C. Koliaset al. 2011 proposed the model as Swarm intelligence techniques for 

IDS using Ant colony optimization and Colony clustering and particle swarm optimization of systems. 

Mukherjee et al. 2012 proposed the native bayes classification to improve the accuracy of the classification 

in the intrusion detection system. They use the NSL-KDD dataset for training and test the classification 

algorithms. The authors also use the feature vitality based reduction method algorithm with native bayes 

classification to decrease the intrusion in the system. Wang et al. 2010 proposed the classification methodology 

based on the artificial neural network and fuzzy clustering to increase the performance of the intrusion system. 

The authors use the KDD-CUP 1999 dataset for training and testing. The training data set is dividing the sub 

dataset by using the fuzzy clustering then they apply the artificial neural network to reduce the complexity in the 

intrusion detection. Saleh et al. 2017 proposed the hybrid intrusion detection method. They use the optimized 

support vector machine and prioritized K-nearest neighbors classification algorithms to increase the intrusion 

detect rate. The authors use the KDD-CUP-99 data set for training and testing. 

Al-yaseenet al. 2017 proposed the multilevel hybrid intrusion detection in Extreme Learning Machine 

(ELM) & Support Vector Machine (SVM) based on the redefined K- means algorithm. The proposed system is 

used to decrease the training time in the classification and improve the detection efficiency in intrusion 

detection. Amiri et al. 2011 proposed the IDS based on modified mutual information based feature selection by 

using the KDD CUP 1999 dataset. The system is used to increase the detection efficiency and it also improves 

the accuracy in the remote to local and user to root attacks. Elbasionyet al. 2013 proposed the hybrid IDS 

network based on the weighted K-means and random forest algorithms to detect the intrusion in the network 

with improvement in the false positive rate. Zhang et al. 2008 proposed the IDS based on the random forest 

algorithm to increase the IDS detection accuracy. The authors use the KDD-99 dataset, and this methodology 

used in misuse and anomaly detection systems. Thaseenet al. 2016 proposed the network IDS system based on 

SVM multi class & chi-square feature selection algorithm to improve the detection accuracy in the network 

attacks. The authors use the KDD_CUP 99 data set for training and testing the classification models. 

Sindhu et al. 2012 proposed the IDS system with decision tree algorithm by using the wrapper method. This 

system reduces the classifier computational time and complexity, also removes the redundant of the system to 

reach the detection rate improvement. Changcheng wang 2015 proposed the system for infrared dim small 

detection by using the traffic queue based pipeline filter algorithms to improve the efficiency in IR detection 

false rate. Chen Yang et al. 2013 proposed the semi supervised clustering technique in the multispectral images 

by using the affinity propagation algorithm. This system increases the performance of the system and corrects 

the accuracy in the matrix similarity. Patricnaderet al. 2014 proposed the IDS for SCADA system by using the 

one class classification algorithm with machine learning approach. The authors use the two possible approaches 

of one class classification algorithm such as kernel component analysis and support vector data description 

algorithms to detect and analyse the cyber-attacks in the system 
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Iberia Medeiros et al. 2016 proposed the system to detect and remove the vulnerability in web application by 

static analysis & data mining algorithms. This system protects the network protocols and automatically detects 

the vulnerability in the program codes with more accuracy. Omar y et al. 2016 proposed the botnet IDS by 

cluster-based partitioning & data randomization approach. This system includes the machine learning algorithms 

such as deep neural network, reduced error pruning tree, random tree, and C4.5 to improve the detection rate in 

the botnet IDS. Amreen Sultana &M.A.Jabbaret al. 2016 proposed the system to detect malicious activity in the 

network IDS. The authors describe security threads, privacy issues in the social networks and online transaction. 

The methodology uses the Averaged One-Dependence Estimator algorithm to improve the classification 

strategies, detection rate and performance in the network IDS.  

Yuliaet al. (2017) proposed an intrusion detection based on the expert system. The authors designed the 

subway model, which focuses on the knowledge base inference engine. Their model used defined rule set to 

identify the anomalous traffic. Their system separates the rules by black and white rules to control and 

differentiate the system from intrusion and normal traffic [23]. SibiChakkaravarthyetal.(2018) proposed the 

intrusion system to increase wireless system reliability. The authors used the Tandem Queuing Model and 

Kernel Density Estimation to detect the intrusions and attacks. They used their own self-developed dataset to 

analyze the false positive and negative rate of the system. Their research results the better accuracy in 

combination of the two algorithms [13]. SibiChakkaravarthy et al. (2020) developed a new model by modelling 

the leopard behaviour based on semi-supervised learning for intrusion detection. Their method uses a Social 

Leopard Algorithm with random weights and plays an important role in the detection rate of network traffic. 

Their model is evaluatedusing the self-developed ransomware dataset but the performance of their model was 

studied only for the ransomware [1]. 

The major challenges in the existing machine learning based models always require a high-level design to 

process the feature set for getting more accuracy. Further, the accuracy of the existing ML models completely 

depends on the quality and amount of processed features. However, there are many claim raising that their 

research progress achieves an accuracy of 98% - 99%. However, these are well working models of existing, old 

and outdated datasets [5]. Further, it is well know that the deep learning based research has solved the above-

mentioned issues to some extent. However, the problems related to accurate feature selection, feature 

interdependencies, feature correlativity etc., makes the model to suffer. A mismatch in the above-mentioned can 

subject to the reduced accuracy. Moreover, the traffic data, which is fed as the input to the system, is completely 

varying and non-correlating which is a major problem for DL models [4]. DL models always require a fixed 

pattern and huge database for accuracy. To address the mentioned issues, this paper utilizes auto-tuning 

mechanism to self-learn the process of feature learning. This completely removes the barrier of feature 

correlativity.  

4.  Proposed Malware Traffic Classification System 

Gated Recurrent Units (GRU) 

Gated Recurrent Units (GRU) provides solution to the vanishing gradient problem and short-term memory 

problem. GRU is similar to LSTM with less parameter, so GRU is faster to train than LSTM. Using the internal 

gates GRU regulates the flow of information. GRU uses hidden states to transfer information instead of cell 

state. It contains only reset gate and update gate. These two gates can retain information for a long time. 

Update gate 

They are similar to the forget gate and input gate of LSTM. Deletion or adding of incoming information is 

decided by the update gate of GRU. The update gate helps in retaining of past information. If the model retains 

all the past information, the vanishing gradient problem will be eliminated. 

The update gate for time t is computed as follows: 

𝑧𝑡 = 𝜎(𝑊(𝑧)𝑥𝑡 + 𝑈(𝑧)ℎ𝑡−1) 

 Notation  Abbreviation 

zt Update gate 

vector 

xt Input vector 

W(z) Weight of the 

input vector 
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ht-1 Output vector of 

previous state. 

U(z) Weight of past 

output vector 

Σ Sigmoid 

activation function 

LSTM Long Short Term 

Memory 

GRU Gated Recurrent 

Unit 

RNN Recurrent Neural 

Network 

CNN Convolutional 

Neural Network 

MTA Malicious 

Traffic Analysis  

Table 1: Represents notation and its abbreviation 

The result of update gate varies from 0 to 1. 

Reset gate 

Reset gate decide on the how much past information to be forgotten. Following is the formula to calculate 

the value of reset gate. 

𝑟𝑡 = 𝜎(𝑊(𝑟)𝑥𝑡 + 𝑈(𝑟)ℎ𝑡−1) 

Where rt is reset gate vector, W(r) and U(z) is weight of input and past output vector. 

Current memory content 

A new memory content which will use the reset gate to store the past relevant information. It is calculated as 

follows 

ℎ𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑥𝑡 + 𝑟𝑡⦿𝑈ℎ𝑡−1) 

The Hadamard (element-wise) product is calculated between the reset gate rt and Uht-1, which decides the 

information removal of previous state. 

Final memory at current time step 

Finally, theht vector is calculated, the information of current unit is passed down for update gate. The current 

memory content h'tgives information to the output vector. The ht is calculates as follows:  

ℎ𝑡 = 𝑧𝑡⦿ℎ𝑡−1 + (1 − 𝑧𝑡)⦿ℎ′𝑡  

 

 

Figure 1: Gated Recurrent Unit 
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GRU can be used to efficiently predict network traffic. Prior prediction of huge volume of network traffic 

might help in DDoS attack detection, some of the influx traffic of HTTP, TCP and ICMP initiated by DDoS 

attack can be disguised as normal traffic. GRU works best in such scenarios.    

K-means algorithm 

K-means is a supervised leaning approach in machine learning. It used as clustering algorithms for training 

and testing the data sets. This algorithm clustering the data by point of similar data in the cluster and 

differentiate the neighboring clusters. It is one of the iterative approaches to clustering the data with possible or 

similar groups in the clustering. K-means algorithm follows given steps to process the data. 

Step 1:  identify the number clustering attributes in the dataset denoted as k. 

Step2: initialize the fix the centroids by shuffling data and then select the k points with randomly chosen 

centroids without any replacements. 

Step3: repeat step1 and step2 until no changes in the centroid value. 

Step4: identify the closer cluster from the centroid. 

Step5: calculate average of the data points in every clusters. 

5. Experimental Setup 

 Figure 2 shows the experimental setup used for the dataset collection. A single standalone computer 

with three independent VM is used to generate the traffic. Normal transactions are performed for 24 hours to 

collect the normal data whereas for abnormal or malicious traffic generation the attacks as listed in the Table 1 

are launched and all the traffic were tapped for a duration of 10 hours.  

 Legitimate traffic is captured and saved as different pcap files. Each pcap file size is around 700MB. 

The split up among pcap file is to avoid the bigger sized file, which may leadsto loading and processing 

problem. Each pcap file is extracted for useful information with the self-written python script. The extracted 

information are processed and stored in the separate csv file with label for each record.  

 Legitimate traffic is captured and saved as different pcap files. Each pcap file size is around 400MB. 

The extracted information are processed and stored in the separate csv file with label for each record. The 

test bed hosting machine is protected with anti-virus and intrusion detection system. AV and IDS are deployed 

to flag the attack traffic as malicious. The present pcap file totally sized around 4.79 GB.  

 The conventional approach to process the data is to build a detection model which automatically gets 

executed and monitors the traffic flow in a secured environment. 

 

Figure2. Experimental setup used for dataset collection. 

6. Dataset Description  

 The dataset used for experimentation includes the self-developed dataset (Refer Table 2) and MTA-

KDD’19 (Refer Table 3).  

Table2. Description of the dataset processed and validated in real time. 

Category Description Size in GB 

Benign Normal traffic which includes traffic of torrent client 

such as utorrent, Office 365, Zoom, Teams, Watchdog, 

WhatsApp web 

46 GB 
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Malicious Malicious traffic includes attack traffic of BlackNurse, a 

self-developed DDoS attack tool, Various malicious 

malwares downloaded from virustotal 

50 GB 

Table 3: Description of MTA-KDD’19 

Categor

y 

Description Size 

in GB 

Benign Normal traffic which includes traffic features such as Number of connections, 

SynAcksynRatio, TCP flags {Ack,Syn,Fin,Psh,Urg,Rst}, IP features 

{TCP,UDP,DNS}, Other statistical features such as MaxLen, MinLen, AvgLen, 

StdDevLen, MaxIAT, MinIAT, AvgIAT, AvgDeltaTime, MaxLenRx, 

MinLenRx, AvgLenRx, StdDevLenRx, MaxIATRx, MinIATRx, 

AvgIATRx,StartFlow, EndFlow, DeltaTime, FlowLen, FlowLenRx, packet 

features such as packet information, packet input/output ratio, packet length, 

Repeated packet length ratio,  small and large packet length ratio, DNS features 

such as DNSQDist,DNSADist,DNSRDist,DNSSDist, URL features such as 

AvgDomainChar, AvgDomainDot, AvgDomainHyph, AvgDomainDigit, 

ValidUrlRatio, average time-to-live (TTL), Number of destination address, 

Number of ports, Distinct User Agent, Average Distinct User Agent Length, 

HTTP packets etc. 

7.1 

GB 

Malicio

us 

Abnormal traffic which includes traffic features such as Number of 

connections, SynAcksynRatio, TCP flags {Ack,Syn,Fin,Psh,Urg,Rst}, IP features 

{TCP,UDP,DNS}, Other statistical features such as MaxLen, MinLen, AvgLen, 

StdDevLen, MaxIAT, MinIAT, AvgIAT, AvgDeltaTime, MaxLenRx, 

MinLenRx, AvgLenRx, StdDevLenRx, MaxIATRx, MinIATRx, 

AvgIATRx,StartFlow, EndFlow, DeltaTime, FlowLen, FlowLenRx, packet 

features such as packet information, packet input/output ratio, packet length, 

Repeated packet length ratio,  small and large packet length ratio, DNS features 

such as DNSQDist,DNSADist,DNSRDist,DNSSDist, URL features such as 

AvgDomainChar, AvgDomainDot, AvgDomainHyph, AvgDomainDigit, 

ValidUrlRatio, average time-to-live (TTL), Number of destination address, 

Number of ports, Distinct User Agent, Average Distinct User Agent Length, 

HTTP packets etc. 

4.7 

GB 

 

7. Results And Analysis 

In this section we highlights the performance of the proposed GRU based malicious traffic classification 

system with the existing state of the art deep learning models. The use of random forest for best feature selection 

plays a major role. Further, the use of GRU on the MTA KDD’19 dataset allows for a much lesser human 

guesswork required than other approaches such as mRMR or MIFS. The dataset while being optimized for 

malware analysis still has 33 features, most of which do not have high correlations with each other, this fact 

alone causes severe problems during training using methodologies such as a standard dense network or even 

while using a CNN based neural network. The inherent nature of Random Forest of “bagging” different decision 

trees to find the best feature possible allows us to skip the step of optimizing the dataset further such as the 

methods used by (Letteri et al., 2020 [26]). 

  

Accur

acy  

Precisio

n 

Recall 

Random Forest 97.07 97.09 97.07 

K-means 

algorithm 

97.06 97.08 97.06 

Bayesian 

network 

87.46 87.70 85.41 
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JMI 84.35 85.25 84.35 

CMIM 88.19 88.52 88.21 

DISR 81.27 81.56 81.26 

Random Forest 

+ GRU+ K-

means 

algorithm 

99.97 99.97 99.99 

Table 4: Comparison with MI Algorithm Ranking 

From Table 4, we can clearly see that while MI ranking algorithms such as the Random Forest applied on to 

the dataset provide for very high scores, they still do not match up with the robust approach of the random forest 

whilst finding the most relevant feature in the dataset. Beyond that, also applied the ranking while reducing the 

overall number of features from the dataset, see Figure 3, to make the process of finding the most relevant 

feature from the 33 features, this process can also be ignored while using Random Forests since they adds 

additional randomness to the model, while growing the trees. Instead of searching for the most important feature 

while splitting a node, it searches for the best feature among a random subset of features. This results in a wide 

diversity that generally results in a better model while still being able to operate on all the 33 features. 

 

Figure 3: Comparison of combined model vs other ml algorithms 

Looking at the ROC curve obtained, see Figure 4, by using Random Forests we can see that we achieve the 

best possible results between the true positive rate and false positive rate for a predictive model using different 

probability thresholds. As we can see clearly, the all the evaluation metrics have improved rather than fallen 

while using Random Forests even while applying no feature selection or dimension reduction algorithms. While 

optimization of the dataset allows for further advantages such as having a smaller model for online training, the 

time taken to train the Random Forest was negligible compared to strategies such as using Auto Encoders as 

experimented (Letteri et al., 2020 [26]). Thus the usage of our model should be applicable in most scenarios 

whilst still providing for a small and fast model that out performs current state of the art models. 

 

Figure 4: ROC curve plot for the proposed GRU based traffic classification system. 
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8. Conclusion 

In this research, we presented a robust malicious traffic classification system. From the experimental results, 

it is clearly shown that the proposed method is effective in classifying the malicious traffic. Furthermore, the 

classification results exhibits that the proposed combined model can accurately classify the traffic with nearly 

99% accuracy in overall with less than 1% False Positives and False negatives. The robustness of the proposed 

system is less packet flow inspection due to reduced and pre-processed dataset. The proposed system examines 

the flow by averaging the packets sum costing around 4 packets per flow and not more than 100 bytes from each 

packet. Hence, the classification time taken to detect malicious traffic is much reduced at the rate of 2.78% in 

increased efficiency.  In future, the security researchers may focus on the optimization methods used in the 

functional components of neural networks for building an effective online traffic classification system. 
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