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Abstract  

 

Taking care of elderly people is a significant duty. Elderly people are prone to fall-related fatalities including 

deaths. Fall affects them physically as well as mentally. Even though old adults are monitored manually there 

are cases when the caretaker is away for a moment and the old adults are at high risk of indoor accidents one 

such is falling. The time gap between the incident of fall and proper medical treatment is crucial in enhancing 

the chances of recovery. Thus a digitally assisted approach is required when manual monitoring is unavailable 

and to ease the same. In this project, deep learning-based digital monitoring is proposed for elderly people in 

indoor environments to detect falls. The proposed neural network architecture is computationally light, owing 

to lesser trainable parameters and a less complex pre-processing pipeline involving an optical-flow algorithm. 

Optical flow has the dual advantage of ensuring the privacy of the individual and requirement of inexpensive 

hardware which is a common RGBcamera. 
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I. INTRODUCTION 

Falls are more likely in case of physical weakness. The elderly suffer falls detrimental to their health due 

to age-related weakness. Falls are among the prime reasons for mortality in elderly people as briefed by Ambrose 

et al. [1]. This fact is justified with high frequency of falls: 33.33% of adults fall at least once in a year over the 

age of 65. The impact is a solicitude for human health and welfare systems as old adults require attention on par 

with infants. Falls lead to both physical and mental illness. The medical expenditures as a consequence is 

humongous[2]. An expenditure of US$55 billion by the end of 2020. 

The most common strategy for fall detection is gathering data from necessary sensors and computing 

with the data to interpret result[3]. Advances have led to smart assisting environments for old adults, previously 

limited to home settings [4]. 

This work is a vision relevant approach for fall detection. The common vision-based hardware component is the camera. Its 

data is very much valuable provided we have the necessary algorithm to interpret the data into classifying target of interest classes. 

Moreover, cameras are used for surveillance in public places as well as elder-care homes and other indoor environments. This helps to 

deploy reliable vision-based fall detection methods in healthcare and accident detection strategies 

The impact of deep learning has improved accuracy and reliability in object localization, and segmentation [5]. This 

proposed CNN detects falls from an optical-flow image stack. In the beginning step, the proposed model is trained on the 

Imagenet dataset [6] to enhance chances of detecting relevant boundaries and features. In the next step, as the approach [7], the 

CNN is trained on the optical flow images generated from individual samples of the UCF101 action dataset [8]. This is to 

generalize the CNN to differentiate various everyday human actions. The third step, transfer learning is employed, trained on 

Fall Datasets. 

The main contributions of the work carried out are (i)Transfer learning for fall detection from the action recognition domain 

. This is to leverage the limited fall samples in datasets available. (ii) Optical-flow data as input to neural network to suppress 

background noise. Optical- flow only contains data of relative motion between any two successive video frames suppressing 

the subject's physical features such as colour, brightness, and contrast. Hence, the privacy of the intended individual is safeguarded. 

II. LITERATURE REVIEW 

 

The writing on fall identification is split between vision-based and sensor-based methodologies. The sensors put together 

recognition has ordinarily transferred with reference to the use of accelerometers, which give appropriate speed increase estimates 

like vertical speed increase. On account of falls, these actions are totally different contrasted with day by day exercises or jumbling 

occasions, (for example, twisting around or crouching), permitting us to acknowledge betwixt them. The knowledge of a 3-hub 

accelerometer (speed increase esteems in x-, y-, and z-pivot) was put forward by Vallejo et al. [9] and Sengto et.al [10] taking care 

of a Multilayer Perceptron (MLP). An Inertial Measurement Unit (IMU) joined with the profundity maps got from a Kinect camera 

was applied by Kwolek and Kepski [11]. By taking care of it the knowledge from the IMU and therefore the Kinect, they additionally 

utilized a Support Vector Machine (SVM) classifier. Approaches just like the latter and [12] consolidated sensors with vision 

methods. Nonetheless, they utilized vision relevant arrangements just to work out the forecast of the sensor relevant methodology. 
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The simply vision-put together methodologies center with reference to the sides of recordings to differentiate falls. Through PC 

vision procedures, significant highlights like outlines or jumping boxes are separated from the casings to figure with recognition. a 

couple of arrangements utilize those highlights as contribution for a classifier (e.g., GMM, SVM, and MLP) to naturally distinguish 

fall event. Positioning frameworks is additionally much reached out; Lee et.al[17] deployed following methods during a nearby 

climate to acknowledge falls. They proposed utilizing associated parts marking to process the outline of private and removing 

highlights just like the spatial direction of the focus of the outline or its mathematical direction. Consolidating this data they will 

distinguish positions and furthermore fall. Rougier et al. [18] proposed utilizing outlines also, which may be a typical procedure 

within the writing. Applying a coordinating with framework along the video to follow the deformity of the outline, they broke down 

the state of the body lastly acquired an outcome with a GMM. The individual’s head was followed by Mubashir et al. [3] to enhance 

their base outcomes utilizing a multi- outline Gaussian classifier, which was taken care of with the bearing of the chief segment and 

therefore the change proportion of the outline. Another regular procedure comprises of processing the bouncing boxes of the things 

to make a decision whether or not they contain a private and after-ward identify the autumn through highlights extricated from it 

(see, as an example, [19, 20]). Following a comparative methodology, to work the attitude proportion, level and vertical inclinations 

of a piece of writing, and fall point Vishwakarma et.al[21] has worked with bounding boxes. GMM classifier as the end of pipeline. 

Numerous arrangements depend upon regulated realizing, that is, removing tons of highlights from crude pictures and utilizing a 

classifier to require during a choice from named information. This is often things, for instance, I. Charfi et al. 

[16] removed 14 highlights (change in first and second subordinates, the Fourier change, and therefore the Wavelet change) SVM 

to the last stage. Zerrouki et al. [22] 

figured inhabitance regions round the body’s gravity local area, separated their points, and took care of them into different classifiers, 

being the SVM the one which got the simplest outcomes. In 2017, to exhibit the various body presents [13] same maker expanded 

his past work by adding Curvelet coefficients as additional highlights and applying a Hidden Markov Model (HMM). Harrou et 

al.[23] utilized a less ceaseless methodology and also applied Multivariate Exponentially Weighted Moving Average (MEWMA) 

graphs. In any case, they couldn’t recognize falls and puzzling occasions, which may be a significant issue that's considered within 

the proposed arrangement. Truth be told, not having the choice to separate between such circumstances delivers a unprecedented 

number of bogus alerts. 

 

Vision-based fall recognition frameworks are 3D spatial constructions. Aloof frameworks or dynamic profundity cameras 

from basis of this system.   Kinect camera is employed to assemble a 3D outline to then investigate the quantity dispersion along 

vertical pivot [24] then extricate 3D highlights and afterward applying a worldwide positioning framework to differentiate the falls, 

a similar work was proposed by Gasparrini et al. [25]. Kinect programming locates locomotory joints of body, which were utilized 

by R.Planinc et al. [26]. G.Diraco et al. [27] utilized profundity guides to register 3D highlights. Another straightforward on the 

other hand fascinating methodology was given by Mastorakis.et.al [28], they applied 3D bouncing boxes. All other previously 

mentioned strategies exploited the 3D data given by their camera frameworks. The disadvantages of such methodologies are 

identified with framework organization: they have either numerous synchronized cameras zeroed in on similar region or dynamic 

profundity cameras, limited frame of coverage a restricted profundity. This way is consistent with the attitude of framework sending, 

2D inactive frameworks are generally a superior choice, given their reasonable cost. It’s likewise imperative to feature that cameras 

are now introduced in numerous public spots, like air terminals, shops, and older consideration habitats. These reasons make 2-

Dimensional uninvolved camera-based fall detection. 

 

These days, utilization of profound neural organizations is filling in numerous difficult areas, together with fall recognition using data 

from regular cameras. A PCAnet[28] based method is proposed in [14] removing highlights from shading pictures and after-ward tried 

an SVM to identify falls. This methodology is like [32] yet rather than a PCAnet, they utilize a changed VGG16 design [30] that 
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permits us to handle different casings to consider movement. Another examination work [15], consolidated HOG (Histograms of 

Oriented Gradients), LBP (Local Binary Pattern), and Caffe [31] neural organization synthesized highlights to perceive an outline. 

An SVM classifier finally.
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III. RELATED WORKS 

Adrián .et.al[32] propose a VGG16[30] based architecture as a neural network to be trained. The training phase is similar to the 

proposed methodology. The difference lies in how the optical-flow stacks are constructed. The parameter ‘L’ in their work accounts 

for the number of optical-flow stacks precisely ‘2 X L’. The optical flow stack, in this case, is a four-dimensional stack where a 

particular optical-flow image in ith position of one row is repeated in the (i+1)th position of the consecutive row, forming a series of 

images depicting motion across each frame of the original video clip. However, this work is bulkier in terms of trainable weights 

(138 million) and a delayed pre-processing pipeline due to bulkier 4- dimensional input (224 X 224 X 2*L X (N - L+1)), where N is 

the number of frames captured from a video clip. 

 

Gupta R .et.al[33] developed a modified Inflated 3D (I3D) architecture. The prepared dataset consisted of compressed spatio-

temporal data result of compressive sensing framework, synthesized from human action video- clips. The video compression 

framework is said to address privacy issues in the case of RGB images from a regular camera. Ten no-fall action classes were selected 

from Kinetics-400 after compressive sensing was used to train the 3D ConvNet. This methodology takes 3 channel inputs (RGB), 

which is not an essential parameter to the solution. According to K. de Miguel et. al[34], their algorithm aims to localize subjects in 

fall states. The algorithm initially determines the subject's current state from the scene. This data acquisition is a step-wise process: 

The first step subtracts the subject from the background, progressively learning the altering environment of the subject, and detecting 

uninteresting objects, localizing the subject through the scene, and scanning for subjects occluded by objects. Second step Kalman 

filter to reduce noisy data and accumulate the periodic changes common to different human actions. Finally, the KNN algorithm 

[35] processes the obtained data classifying the current state of the subject. Their work also includes occlusion detection but fails in 

case of varying light conditions for which they insist on using optical flow in the future. 

 

A highly quantitative method is proposed by X. Kong 

[36] is to get binary image and its outline by a depth camera followed by canny filter respectively. The outline image is a contour of 

white pixels, for which the tangent vector angle is calculated and divided into 15° groups. The fall is classified when most of the 

calculated tangent angles are less than 45°. This requires a depth camera which is expensive and fails in cases where only the 

initiation to fall occurs and the fall never occurred in the near future. 

Lezzar. et.al[37] use object recognition as the initial stage to pick out the person in a video frame and then compute for fall 

detection. The first step is extracting a frame from a video stream. Person detection by the YOLOV3 algorithm in the extracted 

frame features extraction from a bounding box which is the result of a YOLO detector. YOLO is a time consuming object 

detection and localization algorithm to train and bulkier when it comes to detecting multiple bounding boxes. This approach is 

misleading when the person is simply laying on the ground and not the result of a fall. Thus, the training methodology proposed 

by Adrián.et.al[32] can be modified to be trained with only a lesser dimensional input stack. The architecture in Gupta R.et.al[33] 

has inception modules for fall detection that reduce the number of trainable parameters, thus a backbone InceptionV3 architecture 

would result in a compact model without compromising accuracy. 

 

IV. PROPOSED APPROACH 

 

A. DATASET 

The datasets used belong to correspond to the categories general human action detection and fall detection. UFC101 
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dataset [8] was used for training the proposed model initially. Then transfer learning was employed by reusing the weights to 

train on fall detection datasets URFD 

[41] and FDD [32]. 

 

B. PRE-PROCESSING 

 

The video clips in the dataset were individually reduced to short clips of 1.2-second temporal duration. At frame rate of 25 

frames per second, 1.2 seconds correspond to 30 frames as shown in equation 1 of the 3 channel image data stack. This temporal 

duration is based on the fact that fall incidents typically last 1.2 - 1.3 seconds. 

F = Frate x tfall → (1) 

Nstack = (F - 1) x 2 → (2) Optical flow displacement images are generated with the TVL-1 

algorithm [40]. It takes the input of two consecutive frames and computes optical flow between them. The result is two arrays 

consisting of displacement of pixels along the horizontal and vertical dimensions. Hence 29 pairs of optical flow images are 

generated which comprise a single stack for training shown by equation 2. The dimension of an individual stack is (224 X 224 

X 58). A sample output of the greyscale image stack produced by the TVL-1 algorithm is shown. 

 

 

 

 

 

 

 

 

 

 

Figure: 1 Optical-flow images generated from 

theresult of TVL-1 dense-flow algorithm 

 

 

 

 

 

 

 

C. TRAINING PHASE 

Training consists of two phases. 

i. Training with optical flow stacks of action detection dataset (UFC101) which has a million samples belonging to 101 different 

action categories. 

ii. Transfer learning and training with optical flow stacks of action detection datasets. The benchmark URFD and FDD datasets 

were used. 
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D. PROPOSED ARCHITECTURE 

 

The proposed architecture is a backbone of Inception V3 [39] architecture. Inception V3 is immune to vanishing gradient 

problems and it has far lesser trainable parameters (24 million) as opposed to similar implementation with VGG - 16 [32] architecture 

(138 million trainable parameters). 

Input is the optical-flow stack which represents a turret of frames depicting actual motion. The stack consists of all grey-

scale images only depicting displacement. The inception architecture strictly requires three-channel input, thus there is a need for 

channel reduction without loss of data. Two-dimensional convolution layers serve this process reducing the channel size to fit the 

Inception V3 input layer. 

The InceptionV3 architecture is initially loaded with the ‘Imagenet’ dataset. This is done to better identify boundary features 

in the images. This worked arguably well, Wang et al. [7] prove in his work that all-inclusive appearance features obtained on training 

in ‘Imagenet’ [6] initialize the network weights to acquire optical-flow features. 

The output from the InceptionV3 is connected to a Dense layer of dim (None, 1024) and activation = ‘ReLu’, Dropout layer 

of dropout fraction = 0.4, Flatten layer, lastly Dense layer of dim (None, 2) and activation = ‘Softmax’. 

Figure 2: Architecture of proposed InceptionV3 backbone model 

 

V. RESULTS AND DISCUSSION 

 

A. EVALUATION METHODOLOGY 

The proposed work is a supervised learning, binary classification model. The input to the classifier is specific set of 

optical-flow frames composed from a video-clip, which the classifier has to classify as fall or non-fall. Common evaluation 

metrics to evaluate this type of classifier include: Sensitivity (probability of true positives), and specificity (probability of true 

negatives). Sensitivity in this context is the accuracy of predicting falls, specificity is the accuracy of “no falls”. The evaluation 

metrics are defined as: 

 

Sensitivity: → (4) 

Specificity: → (5) 

Accuracy: → (6) 

TP - True Positives TN - True Negatives FP - False Positives FN - False Negatives 

 

 

B. ACHIEVED EVALUATION PARAMETERS: 

The VGG-16 architecture proposed by Adrián Núñez-Marcos et.al [32] shows remarkable values of sensitivity, 

specificity, and accuracy are shown in table 1. 
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Table: 1 Evaluation parameters of replicated VGG16 model Evaluated on URFD dataset. 

 

 

The training and validation set accuracy versus the number of epochs for the proposed model trained with the benchmark 

URFD dataset shows the plummeting accuracy over the number of epochs is seen for the range 0 to 30 epochs after which accuracy 

values oscillate between within 

0.9 and 0.96. The difference between training and validation accuracy is less than 1% evident from the graph in the figure: 2, thus 

the model is optimal. 

 

 

Figure: 3Training and validation accuracy versus epochs for a proposed model trained on URFD dataset 

 

The training set accuracy value for benchmark URFD dataset for the proposed model and the sensitivity, specificity values 

which are more than that obtained for the above-mentioned VGG16 model. 

 

 

Table: 2 Evaluation parameters of replicated VGG16 model Evaluated on FDD dataset. 

 

 

Figure 4 depicts the variation of training and validation set accuracy with the number of epochs is plotted for benchmark 

FDD dataset trained for 100 epochs after which accuracy did not improve. The result is obtained for the proposed model. 
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Figure: 4 Training and validation accuracy versus epochs for a proposed model trained on FDD dataset 

 

The sensitivity and specificity values for the proposed model trained and validated on the FDD dataset depict the 

accuracy of true positives and percentage of true negatives respectively, evident from table:5.2c. The overall training accuracy 

is high compared to the replicated VGG16 model. 

 

Table: 3 Evaluation parameters of proposed model Evaluated on FDD dataset. 

 

 

 

The overall performance of the proposed model is compared with that of the well-performing models. The proposed model 

surpasses previous models in actual accuracy and latency observed in table 4. 

 

Table: 4 Comparisons of various standard models with our proposed model. 

 

VI. CONCLUSION AND FUTURE SCOPE 

Modeling sequence data processing into a discrete data problem using a convolutional neural network is necessary, reducing 

the number of trainable parameters. The result is lesser latency for the model to predict and the main objective of reducing the 

time between an accident and its detection. This is advantageous in timely detection and alerting fall accidents, enhancing the 
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chances of recovery of elderly people. The proposed neural network model works with the output from a regular camera module, 

thus reducing cost by not requiring expensive motion sensing devices for input. 

 

In the future micro-controllers dedicated to computer vision will be used to further analyze the model based on the optimum 

point of positions. These controllers are inexpensive and allow for independent decentralized data processing. This will increase the 

area of monitoring and compensate for any missed detections accounted for by the monitoring node. Further other video compression 

standards that perform well in varying lighting conditions will be experimented with to reduce latency. 
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