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Abstract:  Energy consumption in cloud data centers is increasing as the use of such services increases. It is 

necessary to propose new ways of reducing energy consumption. Task scheduling is an essential aspect of 

energy consumption in a cloud data center. The main objective of this research is to efficiently schedule various 

workflows so that energy consumption is minimized in the overall makespan and slice time of the processor. 

In this paper, the author makes a new approximation for the dynamic allocation of workflow tasks to currently 

available resources using genetic algorithm crossover, mutations, and evaluation operators. The purpose of 

this scheduling is to reduce the makespan and slack time on the processor and thus reduce the energy 

consumption of the processor in times that are not in use. 

  Keyword: - Makespan, Workflow Scheduling, Energy consumption 

I. INTRODUCTION 

Tasks from the clients/users to be submitted to the cloud for processing requires some processing 

capacity, network bandwidth, has some deadline, and to be completed in minimum time. The services 

provided by the datacenters to these application tasks are from the datacenter components housed within 

it. These tasks are thus to be scheduled in the datacenter and thus to be ready for execution within some 

of the dedicated servers/processors within the datacenter as per the requirements of the applications.  In 

fact, service providers have to cope with Scheduling of the tasks, reducing makespan and reducing energy 

consumption. Makespan refers to the time of completion of the last task among the number of tasks 

scheduled for processing. The field of cloud computing which deals with the reduction in energy 

consumption is known as green computing because an enormous increase in the consumption of energy 

consumption leads to the increase in the emission of carbon dioxide from these datacenters which in turn 

effects the environment. So to make a cloud computing efficient and thus ecofriendly a fair and optimal 

scheduling of tasks is thus an important factor so that tasks can be completed in minimum span of time 

and thus energy consumption can be reduced by applying some of the techniques for reduction of energy 

consumption. 

II. RELATED WORKS 

 To reduce the power consumption and makeup of computation processing, a lot of work has been 

done in scheduling data centers. A lot of algorithms have been proposed for the scheduling of tasks from 

certain application in cloud environment. Some of the algorithms deal with the scheduling of tasks 
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intending to reduce the cost of execution, minimizes the makespan, reduce energy consumption, and meet 

the application's deadline, thus completing the requirements (cost, makespan, energy consumption, etc.).  

There were extensive reviews of workflow scheduling in distributed systems. Since this puzzle is NP-

hard, heuristics are used by most current workflow scheduling strategies to include uncertainties. 

Typically, the primary part of workflow scheduling techniques such as HEFT [1] consolidates an 

objective. Shukla.et.al [2] proposed multi-objective algorithms to reduces makes pan and energy 

consumption in cloud environment. The main focus is on metaheuristic techniques such as genetic 

algorithms (GA), ant colony optimization (ACO), and particle swarm optimization (PSO). Mezmaz et 

al.[3] reviewed high-performance computing systems, especially pre-compressed parallel applications. In 

this, parallel applications have been designed to overcome completion time without much focus on energy 

consumption. Ying et al. have introduced two energy-conscious GA task scheduling algorithms that 

analyze makespan and energy consumption [4]. As a two-objective optimization strategy, there is an 

acceptable agreement between makespan and energy consumption. This method is based on DVS to 

reduce energy consumption. To define fitness, they use combined and dual fitness methods and select 

experiments from individuals that suggest that both of these algorithms can optimize makeup and energy 

more efficiently. Tao et al. have proposed a more comprehensive and accurate model for OSCR (optimal 

timing of computing resources) [5]. The model was designed for heterogeneous resources in the cloud 

world, MacPassan, and optimization is considered energy consumption from both economic and 

ecological perspectives. For this multi-purpose optimization puzzle, the design must obtain the Pareto 

solution. The multi-parent crossover operator (MPCO) design and two-step algorithm problem is based 

on the standard multi-objective genetic algorithm of the Pareto-solution-based hybrid genetic algorithm 

(CLPS-GA) in state archives. The simulation result is introduced to determine and establish the 

effectiveness of CLPS-GA in terms of convergence, stability, and solution diversity. Yes. Babukartik et 

al. offered a hybrid algorithm [6] that combines the benefits of ACO (ant colony optimization) and cuckoo 

search. Functions were determined based on reducing the energy consumed. Experimental findings 

suggest that the efficiency of the hybrid algorithm is much improved. The author [7] has proposed 

improving the throughput, stability, and lifetime of sensor networks based on cluster networks. Xia Zhu 

et al. suggest a rolling-horizon scheduling design and energy consumption model [8]. Shukla.et.al [9,10] 

have proposed task scheduling algorithms in heterogeneous and homogeneous environment to minimizes 

makespan and resource utilization.  For standard, independent specific functions, they introduced EARH 

with a novel energy-aware scheduling algorithm. To improve scheduling efficiency, the EARTH system 

employs a rolling-horizon optimization technique. In addition, techniques for resource scaling and 

resource scaling are generated and incorporated into EARH, which can flexibly change the size of the 

active host to meet the real-time requirements of the task and save resources. Young et.al [11] have on 

such systems with apparently heterogeneous resources, we deal with the planning problem for pre-

determined parallel applications, which are responsible for both the absolute time of application, namely, 

maple and energy consumption. In order to reduce energy consumption, the scheduling algorithm adopts 

dynamic voltage scaling (DVS) [12], with the integration of RS and MCER significantly contributing to 

reducing energy consumption. Using the DVS (Dynamic Voltage Scaling) technique, a recent advance in 

processor design, the energy-saving of ECS (Energy-Aware Scheduling) is allowed. Offers positive 

outcomes that highlight the value and ability of DVS in reducing energy consumption. Some of the 

previous cloud work for planning application activities considering a single goal or multi-goal for 

optimization (cost, makespan, and energy), etc [13]. Some research papers focusing on various scheduling 

techniques in cloud environments were considered and summarized [14]. The scheduling algorithm used 
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to reduce the makespan of workflow applications is presented in which represents a genetic algorithm-

based scheduler to reduce the makepan of cloud [15,16]. The authors [17] the focus is on reducing the 

makespan of heterogeneous climate. It has been suggested that [18] and [19] extended scheduling 

algorithms and maximum-minimum strategy Meta heuristic algorithms to reduce workflow applications 

based on anti-colony optimization. In the multi criteria algorithm, we investigated those that optimize 

makespan and energy consumption. By first optimizing a criterion, i.e. makepan, they use a two-step 

optimization process and then reschedule to find a solution that minimizes energy consumption [20,21]. 

An application is a workflow with multiple functions that are associated with preceding constraints. 

Each task will be executed, and an output dataset will be provided. This dataset is then sent to the next 

task specified by the workflow structure. The workflow typically consists of a DAG structure (cyclic graph 

directed): a graph containing function nodes, and preceding constraints. An objective DAG graph is 

denoted as G = (V, E), where V is a function and E as a dependency between relations and a priority range, 

and E V is the edges or functions of a node. in the middle.  Each task in this graph has a weight w (vi), 

which is the length or equal number of instructions of the task, and the load w adds the data transfer rate 

between the jobs (ei, j) of the edges. However, a communication cost is required only when the two tasks 

are assigned to different processors. In other words, when assigning tasks to the same processor, the 

communication cost is zero and thus can be avoided. The weight marked as w (vi) on the vi function 

indicates the expense of calculating the function. The computation time of work on a Pj processor is also 

expressed as w (ei, j).  The average estimated cost of a job in a directed cyclic graph is represented by the 

average cost of contact between two nodes. Advanced programs are compute-intensive, and all are 

interaction-intensive. The communication to computation ratio (CCR) is a metric that indicates a 

communication-intensive, computationally-intensive or [22] output graph. The average communication 

cost of the CCR factor is divided by the average cost calculated on a target rule. 

III. PROPOSED APPROACH 

Our proposed approach efficiently allocates the makespan and processor to overcome energy 

consumption and use resources adequately. The problem is that workflow schedules are used to schedule 

between possible sets of schedules in multiprocessor environments, thus retaining the preceding 

relationship between maple and tasks to reduce energy consumption.  The method implemented for 

energy-efficient scheduling in data centers trades with various workloads and considers multiple varieties 

in the application by estimating different workloads. In this paper, an efficient task scheduling method is 

proposed to deal with makespan removal. Energy consumption in the data center will be minimized, thus 

developing a green computing environment. Existing techniques HEFT [1], FCFS, MAX-MIN, and MIN-

MIN have been compared and implemented with the proposed methodology. Resource allocation and 

resource determination are essential aspects that affect networking, parallel, distributed computing and 

cloud computing. Many researchers have suggested efficient allocation of various algorithms so that they 

can plan cloud resources. In three steps, the cloud scheduling process can be simplified, such as searching 

and filtering resources. The datacenter broker locates the resources present in the network system and 

collects the status information related to them. Selection of resources: The target resource is selected based 

on certain goals and resource criteria. The defining step is this. Submitting a task - This task is submitted 

for the selected resource. 
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A. PROPOSED ENCODING: Each solution is encoded as a chromosome in a genetic algorithm (GA) 

approach [23]. The length of a chromosome is the N gene for each chromosome. In workflow 

scheduling, each schedule is in chromosome form. The schedule contains the purposes of application 

as a vector with late blocking. First, the functions of the graph need to manage the preceding 

relationships based on their effect on other tasks in the execution graph. Second, tasks require a map to 

the appropriate resources of the collection of potential resources. Each chromosome is a sequence of 

numbers in a permutation encoding, representing a number in the order or order of execution of tasks 

from an application. 

 

a) INDIVIDUAL REPRESENTATION: Another execution preference of dependent tasks 

within a workflow can significantly affect the performance of workflow execution. 

Accordingly, it was also claimed to provide a task allocation scheme for each resource in the 

encoded operation chain [24] [25]. The main purpose for the scheduling-order string is to code 

the task dependency and the execution dependency for the tasks assigned to the associated 

priorities / processors. In this proposed work, a workflow scheduling problem is a possible 

solution that needs to satisfy the following constraints: 

• A task can be ready to start only after the completion of all its predecessors. 

• Every task comes once and only once in the schedule. 

• Every task must be allotted to the ready time slot of the enabled resource/processor to 

work. 

 Each person in the search space represents a workable solution to the issue and enters the function 

vector without violating the past relationship. To encode the service allocation for each task, the 

workflow scheduling problem involves operation strings. The order of execution of interdependent 

tasks in a workflow is controlled by their dependencies, such that a task is always executed after 

the tasks of its parent. However, on the same processor / resource, multiple independent tasks will 

compete for the same time slot in a workflow. 

 

B. INITIAL POPULATION- It is assumed that a collection of multiple possible solutions 

(chromosomes) is named a population. In a standard genetic algorithm, the initial population is 

generated randomly. We used t-level and b-level [26] tasks in a workflow to pick the individual 

population for our proposed work. The issue here is to create a good and main objective initial 

population that would lead to rapidly knowing the solution. We have considered the initial population 

consists of two individuals for making the initial population for this goal. Each hires individuals in the 

execution sequence of an app's tasks. The first relates to the execution sequence of the tasks arranged 

from the entry task according to the jobs' decreasing b-level. The second one corresponds to the tasks' 

execution sequence according to the increasing t-level of the tasks, starting from the entry task. 

 

a) BOTTOM LEVEL (B-LEVEL) CALCULATION: B-level functions are defined by DAG 

(Directed Cyclic Graph), which starts with the exit function of DAG. The B-level value for the 

exit process is zero, that is, the B-level (exit) = 0.0. Using floor level as a metric of priority, 

incoming correspondence to the node is not taken into account. In the target scheme, all 

preceding nodes except ancestor nodes have not been previously determined. Although the two 

nodes are in the same stage, there can be a significant difference in their incoming 

communication costs. For a wider resource choice, the person with more important 
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communication should be marked first. By including incoming contact costs, the lower level 

can be "increased in the top direction". 

 

 

                                                                                                          

 

In equation (1), succ(vi) belongs all the successors of node vi and ci,j belongs to the 

average communication cost from node vi to node vj. 

b) TOP LEVEL (T-LEVEL) CALCULATION: The T-level [39] calculated the functions of 

the directed acyclic graph (DAG) based on the input function of the directed acyclic graph 

function (DAG). For an entry function, the t-level value is zero, that is, the t-level (ventry) = 

0.0. The node's T-level varies during the scheduling process, while the B-level is usually 

constant until the node is determined. The T-level varies because when two incident nodes are 

constructed from the same processor, the weight of one edge can be zero. The path reaches a 

node whose length determines the node's T-level. Thus, the longest can appear. The t-level for 

the successive nodes of an entry task for graph is thus calculated as: 

 

 

 

 

In equation (2), pred(vi) belongs all the predecessors of node vi and cj,i belongs to the 

average communication cost from node vj to node vi. 

 

Table 1.  Communication cost matrix for graph as shown 

 

Task Node 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 

0 0 8 18 36 1 0 0 0 0 0 0 0 0 0 

1 0 0 0 0 0 8 0 0 0 0 0 0 0 0 

2 0 0 0 0 0 0 18 0 0 0 0 0 0 0 

3 0 0 0 0 0 0 0 36 0 0 0 0 0 0 

4 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

5 0 0 0 0 0 0 23 5 28 0 0 0 0 0 

6 0 0 0 0 0 0 0 0 0 23 0 0 0 0 

7 0 0 0 0 0 0 0 0 0 0 5 0 0 0 

8 0 0 0 0 0 0 0 0 0 0 0 28 0 0 

9 0 0 0 0 0 0 0 0 0 0 28 20 0 0 

10 0 0 0 0 0 0 0 0 0 0 0 0 28 20 

11 0 0 0 0 0 0 0 0 0 0 0 0 0 40 

12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

 

…….(2) 

 

 ………..(1) 
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   According to the decreasing b-level value from the starting task to the ending task of the directed 

acyclic graph, the order of execution of tasks is i.e. S1 : 0,1,5,2,6,3,9,7,10,4,8,12,11,13. And the 

order of performance of the tasks for the same graph according to the increasing t-level starting 

from the entry task is i.e. S2 : 0,4,1,2,5,3,6,8,7,9,11,10,12,13.Thus, for the first generation of our 

approach, there are two individuals S1 and S2 that have similar fitness values, namely the make-

up for execution in available processors 74.70 and 81.29, respectively. 

C. CROSSOVER: An integral aspect of the genetic algorithm is crossover [27] and mutation. Stability is 

mainly affected by both of these operators. Somehow, the chromosome has to be conscious of a solution 

that represents it. A chain of genes constitutes each chromosome. We have assumed the timeliness 

order of the function in DAG scheduling, which holds the primary constraint as a chromosome, and 

each role in this sequence is considered a gene. There are many other encoding approaches. This is 

mainly dependent on the problem that was solved. For example, one can directly encode integer or real 

numbers; often, encoding such permutations is beneficial. In ordering problems, permutation encoding 

can be used. After deciding which encoding, we will use, the paper will take another step toward 

crossover. The crossover selects genes from the parent's chromosomes and creates a new progeny and, 

namely, the relation of precedence must also be preserved by a schedule. The best way to do this is to 

randomly select such crossover points and copy everything from the first parent to the copy after 

switching the crossover point from the second parent. Thus, the latest progeny maintains a connection 

between the functions of an application. The crossover operation based on the permutation encoding 

method for the two schedules S1 and S2 is shown in Figure 1 as individual 1 and individual 2, as related 

above. 
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Figure 1. A typical representation of permutation encoding based Crossover operation 

 

D. MUTATION: -Mutations occur after crossover [27]. This is to avoid the problem solved by sliding 

into the local optimum of all solutions in the population. New progeny is added at random by mutation. 

Figure 10 shows a standard representation of the permutation-based encoding mutation process. 

Mutations depend on encoding as well as crossover. For example, when we are doing permutations, 

mutations can exchange two genes. Nevertheless, thus the scheduling order obtained after the exchange 

of genes (functions) must maintain the same preceding relationship as the application graph for the 

task. 

 

 
Figure 2. A typical representation of permutation-based encoding Mutation operation 

Two basic GA parameters are available [28] - crossover probability and mutation probability. Crossover 

probability refers to how well the crossover has performed. There are no crossovers due to parents having 

close copies of the offspring. If there is a crossover, offspring are formed from parts of the parent's 
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chromosome. If the probability of crossover is 100%, then all offspring are created by crossover. If it is 0 

percent, then the whole new generation is made up of duplicate copies of the chromosomes of the old 

population. The crossover has been established in the hope that the new chromosome will contain good 

parts of the old chromosome and perhaps the new chromosome will be stronger. But to survive, it is good 

to leave some part of the population to the next generation. 

IV. WORKFLOW OF THE PROPOSED METHOD 

A. Energy Consumption: In this work, the Dynamic Voltage Frequency Scaling (DVFS) [11] system has 

been used to reduce energy consumption; each resource will operate at various voltage and frequency 

ranges. Let M has considered as a set of nodes {N1, N2, N3, …, Nn} that can work in a voltage limit of 

Nmini and Nmax i , T is a set of tasks {T1, T2, T3, …, Tj} to be performed using N and ST has a bearing 

of subtasks {ST1, ST2, ST3, …, STs} for each task Tj. If the expected performance frequency of a 

subtask has taken as fST, then the machine's power consumption for operating the subtask can be 

estimated using equation (1,2,3).            

Energybuzy=  ∑ ∑ λ × vj    
2k

j=1 × fj
n
i=1 × F(i, j) × T(i, j)           (1) 

 

  EnergyIdle=  ∑ λ × vlowest
2k

j=1  ×  Ij × flowest                             (2) 

 

    Energytotal = Energybuzy + Energyidel                                        (3) 

 

                    Where, Et can also be illustrated as 

Energy= Energybuzy + Energyidel  

Where, λ has a switching is associated with a constant action factor and can be achieved by doubling the 

flip frequency (number of switches per clock) with load capacitance, for this function the required resource 

for voltage is i which reduces work j is. And f work. Is the frequency of doing λ is the constant parameter 

related to the dynamic power, vj is the supply voltage at which the processor j is regulated, f is the voltage 

frequency In practical scenarios it is possible that a processor j does not operate at all times and remains 

idle for some period i (j). In this way it is necessary to keep an account of the energy idle as well. It is 

assumed that during the idle cycle the processor operates at the lowest possible voltage current and the 

lowest possible frequency current. And total energy consumption is the sum of the energy consumed in 

total busy cycles and the energy consumed in idle cycles. 

The sequence of tasks to be performed in the primary tasks is constrained to find the minimum makespan. 

Thus, the minimum slack time so that the system consumes less energy upon hibernation is shown in the 

flowchart, as shown in Figure 11. The order of operations performed in a directed acyclic graph (DAG), 

which shows dependencies between predefined functions, is under  

1. Find the initial population i.e. the schedules based on t-level and b-level of tasks. 

2. Evaluate the fitness value i.e. makespan for the individuals (initial population schedules). 

3. Perform crossover and mutation on the individuals up to the population size to make new 

individuals for the same generation.  
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4.  If population size reaches the maximum population forwards the fittest individuals to the next 

generation. 

5. Performs the energy computation and makespan of the generation. 

6. Perform the same operation for each generation until it reaches the maximum number of 

generations to find the best schedule and thus the minimum makespan. 

 

V. EXPERIMENTAL RESULTS 

Simulation results for the research work are presented under the following parameters. The number range 

of functions for the communication of variable cost ratio (CCR) between {0, 1, 2… 500} of the average 

load is {0.2, 0.4, 0.6, 0.8, 1.0, 1.5, 2.0}.  The graph vector {50,100} is measured in MIPS for two types of 

graphs, 0.75 V when the processor is in a sleep state or hibernate, 5 V when the processor is in use when 

computing a task. 

 

         Table 2: Comparison of the results with FIFO, MINMIN, MAXMIN, HEFT and Proposed Algorithm. 

Parameter Makespan (MIPS) 

FIFO MINMIN MAXMIN HEFT Proposed   Average 

Optimized 

Percentage 

 

WDAG=50,ccr=0.2,Avg. 

Tasks=200 

420.21 389.44 327.08 265.85 242.23 9.29 

WDAG=50,ccr=0.4,Avg. 

Tasks=150 

446.84 580.22 516.35 353.84 323.14 9.06 

WDAG=50,ccr=0.6,Avg. 

Tasks=150 

333.07 395.68 401.32 264.71 249.75 5.81 

WDAG=50,ccr=0.8,Avg. 

Tasks=150 

357.16 403.03 407.52 276.67 256.11 7.71 

WDAG=50,ccr=1.0,Avg. 

Tasks=150 

399.02 433.68 447.56 283.49 255.81 10.26 

WDAG=50,ccr=1.5,Avg. 

Tasks=150 

446.64 477.72 483.54 319.38 285.25 11.28 

WDAG=50,ccr=2.0,Avg. 

Tasks=150 

559.39 518.69 527.80 354.01 301.30 16.08 

 

Table 2 shows the implementation results obtained for graphs for different CCR values - 0.2, 0.4, 0.6, 0.8, 

1.0, 1.5 and 2.0, mean 50, HEFT, MAX MIN, MINMIN and FIFO scheduling algorithms. From Table 2, 

the proposed algorithm has a better percentage than the current HEFT with a minimum percentage and the 

weighted approach has different CCR values such as 9.29%, 9.06%, 5.81%, 7.71%, 10.26%, 11.26% and 

16.08%. 
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a.Makespan vs CCR=0 .2 

 

 

 
b.Makespan vs CCR=0 .4 



Energy Aware Scheduling of Tasks in Cloud environment 

 

8826 

 
c.Makespan vs. CCR= 0.6 

 

 
d.Makespan vs. CCR= 0.8  

 
e.Makespan vs. CCR= 1.0 

 
f.Makespan vs. CCR= 1.5 

 

 

 
g.Makespan vs. CCR= 2.0  

Figure 3  Graphical representation with  comparison makespan various CCR values and current 

existing algorithms and the proposed algorithm 

 

 Figure 3 shows that the average weight of the DAG is 50, different CCR values 0.2,0,0.4,0.6,0.8,1.0 and 

2.0 for an average of 150 tasks for weight graph the performance improvement of the proposed scheduling 

algorithm over other existing algorithms for scheduling of tasks in the cloud data center. The proposed 

scheduling algorithm is results percentage compare with HEFT 9.29%, 9.06%, 5.81%, 7.71%, 10.26%, 

11.26% and 16.08%. 
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VI. CONCLUSION 

This paper addresses a scheduling algorithm based on a genetic algorithm permutation-based encoding 

method for determining interrupted tasks before applications to reduce server slack time make-up and 

overall energy consumption in datacenters. The proposed algorithm improves 12% on the HEFT scheduling 

algorithm, 33% on the MAX-MIN scheduling algorithm, 34% on the MIN-MIN scheduling algorithm, and 

42% on the FIFO scheduling algorithm. Experimental results show that our algorithm improves the HEFT 

algorithm, MAX-MIN scheduling algorithm, MIN-MIN scheduling algorithm and FIFO scheduling 

algorithm in terms of makeup. The energy consumption based on these scheduling algorithms is applied to 

the processor on a slack time basis and the slack time depends on the capacity of the processor, the 

computation cost of the tasks, and the communication cost of the tasks. Therefore, the results obtained for 

energy consumption depend on the type of graph, and the sluggish time on the processor is brought down 

compared to other algorithms. But our scheduling method gives the best results in terms of energy 

consumption without compromising on makespan. 
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