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Abstract 

 Lossy image compression is an attractive field for researchers. Image interpolation and 

demosaicking concepts can induce the higher compression ratio of lossy image compression. This 

paper proposes an image compression method which comprises of the Novel scheme for image-

upsampling namely ‘Error Signal Constrained Neighbor based image upsampling (ESNIU)’. The 

existing demosaicking method namely ‘Multiscale Gradients based color filter array Demosaicking 

(MGD) is employed to achieve the demosaicking. The combination of these two methods emerge the 

high-grade proposed method for lossy image compression and the new method is abbreviated as 

ESNIU-MGD. In this paper, the main contribution ESNIU upsampling is designed to effectively 

handle the Green-Error signals for upsampling with the aid of neighbour pixels. The experimental 

results show that the proposed ESNIU-MGD method makes significant positive enhancement in both 

cases of quality and compression ratio. The PSNR and CR of the ESNIU-MGD proves the promising 

enhancements than the existing lossy image compression methods. 
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I Introduction 

The main purpose of image compression is to reduce the size of an image. It can compress the 

repetitive data sequences. Compression enables effective storage and management of data. Image 

Compression used two difference techniques, lossless compression and lossy compression [1]. In 

Lossless Compression after decompression data can be restored and rebuilt in its original form. 

Lossless Compression is also termed as reversible compression. Data-holding capacity is loss 

compared to lossy compression. For text, images and sound lossless compression can be used. In 

algorithm used in lossless compression are Run length encoding, Lempel-Ziv-Welch, Huffman coding 

Arithmetic encoding etc [2]. The lossy Compression can reduces the size of data using algorithms 

such as Discrete Cosine Transform, Discrete Wavelength Transform, Fractal Compression etc. The 

lossy compression can be applied in images, audio and video. Data holding capacity is higher in lossy 

compression. Lossy compression is also termed as irreversible compression [3]. The main issues of 

lossy compression is lost data is not retrievable. When data is removed it can only be edited with 

small changes without causing further damage. They are widely used in MP3 audio, JPEG image, 

MPEG videos. It services on various application such as steaming media, telephony internet [4] [5], 
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Medical imaging, Law forensics, Military imagery, Satellite imaging etc. This method improves the 

network lifetime when the communication is occurred [31][32][33]. 

 The paper [6] describes a color image interpolation for high resolution acquisition and display 

devices. The demerit of this interpolation method is the mitigated quality of resized image. An Image 

Interpolation scheme is designed in [7], which presents an image interpolation system which supports 

for the digital camcorder. Hard-thresholds are used here which is also a demerit. The paper [8] 

presents an image resampling method based on quadratic functions. The mitigated interpolation 

quality is the fault of this method. An Image Interpolation scheme is designed in [9] and that reveals 

an image resizing method for medical images and natural images. The misfortune of this method is 

that it can’t be worth-full for complex images. The paper [10] reports an image interpolation scheme 

for natural image. The insignificance of this method is the intolerance against salt and pepper noise. 

The paper [11] puts forth an image interpolator to zoom the images into the 2x mode. The Limited 

edge-patterns are the failure of this method. An Image Interpolation scheme is designed in [12], which 

comes forth with an edge directed interpolation scheme. The parts other than edge area are suffered by 

blur artifact which is known as the weakness of this method. The paper [13] derives an interpolation 

method for de-interlacing. The imperfection of this method is the less PSNR related with 

interpolation. The paper [14] presents two image-resizing methods using Local Gradient Features 

(LGF). The PSNR value is not competed to the modern methods which is also a smallness of this 

method. An Image Interpolation is developed in [15] to upsample the natural images. The demerit is 

that this method has not tested with standard database images. 

The paper [16] develops a lossy image compression method using two wavelet filter banks. 

The failure is the artifact generation in the shape of line-like objects. A natural image compression 

scheme is described in [17] which works based on Down-Sampling method. The edge locations face a 

little level of blur which is the other misfortune. The paper [18] codes an image compression method 

for Computed Tomography (CT) images. This method has not tested for color images, which is 

known as the drawback. A lossy image compression is published in [19] for texture filling in missing 

image blocks. The imperfection is the block artifact while making compression. The paper [20] puts 

forth a lossy compression approach for volumetric medical datasets. The smallness is the high 

memory occupation and slow execution. An image compression scheme is focused in [21] with an 

automatic quality control for medical image sequences compression. The performance study has not 

been done on other images excluding medical images, which is known as the meanness. The paper 

[22] presents a lossy coding for satellite images using the lifting scheme. This scheme is designed 

using global concept, meaning that absence of local computation leads less performance related to 

compression ratio which is the fault. The Discrete wavelet transform (DWT) based lossy compression 

is coded in [23] for natural images. This method is not fit to low-bit rate images which is also a 

disadvantage of this scheme. The DCT quantization noise model is constructed in paper [24] to 

compression the natural image in lossy mode. The demerit is that the compression ratio is lesser than 

the JPEG2000 method.  The paper [25] publishes an image compression method in the lossy mode for 

grayscale images. The supra-threshold contrast parameter is derived from very few images which is 

the demerit. 

The state-of-the-art literature in lossy image compression shows the challenges to design a 

new compression method. The core issues of lossy image compression method are less Peak Signal to 

Noise Ratio (PSNR) and less compression ratio (CR). To solve the demerits of the existing methods, 

this paper design a new image compression method namely ESNIU-MGD. The pre-eminent output of 

the proposed method is due to the two methods such as ESNIU upsampling method and MGD 
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method. The ESNIU upsampling is a new method to effectively upsample the color image using the 

Green-Error Signal and neighbour pixel data.  

The section 2 deeply explains the methods involved in the proposed method. The section 3 

analyses and discusses the outputs, and assess the performance metrics. The section 4 speaks about 

the pixel of this research. 

II Proposed Method 

 The proposed method ESNIU-MGD compresses the image data into a compressed file and 

reconstruct it to the original image form using the uncompression techniques influenced by ESNIU 

upsampling and MGD demosaicking, with the acceptable range of data loss. This compression 

method can be well explained by stating it with two parts such as compression section and 

decompression section. 

 The compression section of the ESNIU-MGD method consists of the steps to attain the 

compressed data. The overall process of the compression section is showcased in Figure 1. 
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Fig.1: Flow diagram of the Compression section of the proposed ESNIU-MGD method. 

The input color image is fed as input to this method. The input image is downsampled using 

pixel-based technique. The 4 x 4 size non-overlapped block yield a single value as the pixel 

corresponding to the downsampled image. The downsampled image is kept as in the half size of the 

original image size. 

 The simulated ESNIU interpolation is performed using the downsampled image. The 

compression side ESNIU upsampling process is divided into sections and they are: 

• Predictor data filling 

• Diagonal direction estimation 

• Horizontal direction estimation 

• Vertical direction estimation 

                 The first stage-interpolated image I0 is drawn out by placing the downsampled pixel-data at 

the predictor-location. The multi-diagonal image I1 is formed using both the main-diagonal and 

secondary diagonal. The main-diagonal based interpolated image I2 is formed using the average of the 

two main diagonal elements. Likewise the secondary-diagonal based interpolated image I3 is formed 

using the average of the two secondary diagonal elements. The final diagonal based image is 

generated using Equation (1). 

ID =  
I1+ I2+ I3

3
                                                                              (1) 

 Where ID –Diagonal interpolated image 

 The horizontal interpolated image I4 is estimated using the help of the both left and right 

elements using the averaging process. The Left element based interpolated image I5 is estimated using 

the help of the left element. The right element based interpolate image I6 is estimated using the help of 

the right side element. The averaging process of these three elements are noted as the horizontal 

diagonal image which is expressed in Equation (2). 

IH =  
I4+ I5+ I6

3
                                                                              (2) 

 Where IH –Final Horizontal interpolated image 

 The vertical interpolated image I7 is estimated using the help of the both Top and Bottom 

elements using the averaging process. The Top element based interpolated image I8 is estimated using 

the help of the Top element. The Bottom element of based interpolated image I9 is estimated using the 

bottom pixel. 

     IV =  
I7+ I8+ I9

3
                                                                                            (3) 

where  

           IV = Final vertical interpolated image 

 The combination of the four images I0, ID, IH and IV constructs the ESNIU upsampling image 

at compression side. 

 The Green-Error data is computed by subtracting the upsampled-green-version image from 

the original-green-image. The sign of Green-Error image is extracted and stored separately. 
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 The downsampled image is undergone the Bayer-based mosaicking process. The mosaicking 

pattern of Bayer is revealed in Figure 2. 

 

Fig:2; Illustration of Bayer pattern. 

The demosaicking process reduces the dimension of the three-color-channel image into the single-

color-channel image. The Bayer pattern specifies which color data should be maintained for a specific 

pixel instead of the three-color-data. The Red channel images is extracted from the downsampled 

color image based on Bayer pattern. The Green channel image is extracted from the downsampled 

color image. In this way the Blue color image is also extracted. The dimension of mosaicked Red 

image is 
𝐻

4
 𝑥 

𝑊

4
. Likewise, the dimension of mosaicked Blue image is 

𝐻

4
 𝑥 

𝑊

4
. 

The mosaicked Red image, mosaicked Green image, mosaicked Blue image, Green-Error and Green-

Error-Sign data are stored in the compressed file. The Figure 3 reveals the outputs of the compression 

section of the proposed method.   

 

 

         (a)    (b) 
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   (c)          (d) 

    

       (e)               (f)            (g) 

Fig.3:  Sample outputs of  compression section of ESNIU-MGD method for Sat_img1: a) Input 

color satellite image, b) Downsampled image, c) Simulated ESNIU interpolation image, d) 

Green Error image, e) Bayer pattern based Red image, f) Bayer pattern based Green image, g) 

Bayer pattern based Blue image. 

 

The decompression section of the ESNIU-MGD method is initiated by uncompressing the 

compressed data. The overall flow diagram of the proposed method’s decompression is given in 

Figure 4. The elements such as mosaicked Red image, mosaicked Green image, mosaicked Blue 

image, Green Error and Green-Error-Sign data are extracted from the compressed file. 
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Fig.4: Flow diagram of the Decompression section of  the proposed ESNIU-MGD method. 

The multi-Gradient based demosaicking process is proceeded using the mosaicked version of 

the Red, Green and Blue images. The R,G,B images are converted into Bayer based mosaicked form. 

This MCD demosaicking method consists of three steps and they are: 

• Green computation in R & B locations 

• R & B computation in G locations 

• R & G computation in non-green locations 

The MGD demosaicking is given in detailed in [30]. The horizontal-Green image is generated using 

the location of R & B. The vertical-Green image is generated using the location of R & B. The 

horizontal chrominance is computed using Equation (4). 

𝐈𝐇𝐂
𝐢,𝐣

= {
𝐑𝐢,𝐣 − 𝐆𝐇𝐑

𝐢,𝐣
, 𝐢𝐟 𝐦𝐨𝐝(𝐢, 𝟐) = 𝟎 & 𝑚𝑜𝑑(𝐣, 𝟐) = 𝟎         

𝐁𝐢,𝐣 − 𝐆𝐇𝐑
𝐢,𝐣

, 𝐞𝐥𝐬𝐞 𝐢𝐟 𝐦𝐨𝐝(𝐢, 𝟐) = 𝟏 & 𝑚𝑜𝑑(𝐣, 𝟐) = 𝟏
  (𝟒) 

where 

 IHC - Horizontal chrominance image 

           R    - Red data   

           B    - Blue data 

 GHR – Horizontal Green image 

 GHB – Horizontal Blue image 

 In this manner, the vertical chrominance image IVC is also computed. The horizontal Gradient 

computation is done using Equation (5). 
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𝐈𝐇𝐆
𝐢,𝐣

= {
𝐚𝐛𝐬 (𝐈𝐇𝐂

𝐢,𝐣
− 𝐈𝐇𝐂

𝐢,𝐣+𝟐
), 𝐢𝐟  𝐣 < 𝐟𝐢𝐱 (

𝐖

𝟐
) − 𝟐                                                   

𝐚𝐛𝐬 (𝐈𝐇𝐂
𝐢,𝐣

− 𝐈𝐇𝐂
𝐢,𝐣−𝟐

), 𝐞𝐥𝐬𝐞  𝐢 ∈ [𝟎, 𝐟𝐢𝐱 (
𝐇

𝟐
) − 𝟏] , 𝐣 ∈ [𝟎, 𝐟𝐢𝐱 (

𝐖

𝟐
) − 𝟏]

 (5) 

where  

 IHG - Horizontal Gradient Image 

 In this manner, the vertical Gradient computation image IVG is computed. The horizontal delta 

IHD values are computed using Equation (6) and Equation (7). 

 

W5x5
p+2,q+2,

= IHG
i+p,j+q

, pϵ[−2, +2], qϵ[−2, +2]                    (6) 

IHD
i,j

= ∑ ∑ W5x5
m,n4

n=0
4
m=0          (7) 

                i ∈ [2, fix (
H

2
) − 3] 

                j ∈ [2, fix (
W

2
) − 3]                       

Herein, the W5 x 5 speaks about the block size of 5 x 5. Likewise, the vertical delta IVD is 

computed. In the R and B locations, the delta values of either IHD or IVD decides whether the 

horizontal-Green is optimum value or the vertical-Green is optimum through the greater value among 

IHD and IVD. The resultant value is stored in the missing Green locations. 

 The estimation of R & B values at Green locations are computed using neighbour data. 

Furthermore, the R values are computed on the Blue locations and the B values are computed on the 

Red location. 

 The ESNIU upsampling is applied on this demosaicked color image. The block diagram of 

ESNIU upsampling is given in Figure 5. At very beginning, the predictor value is filled from the 

demosaicked image. 
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Fig.5: Block diagram of the proposed ESNIU upsampling method. 
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Fig.6: Location representation for horizontal, vertical and diagonal based interpolations. 

 The Figure 6 shows the locations refer to the type of interpolation applied for ESNIU 

upsampling process. The term p refers the predictor value taken from demosaicked image. The term H 

points-out the locations to be solved by horizontal direction interpolation. The term V refers the 

locations to be resolved by vertical direction interpolation. The term D focuses the locations to be 

estimated by diagonal-direction interpolation. 

 The multi-diagonal interpolation image ID1 is obtained using the four neighbour diagonal data 

with the use of averaging function. The main diagonal interpolated image ID2 is obtained using the two 

neighbours of Left-top and Right-bottom with the help of averaging process. The secondary diagonal 

interpolated image ID3 is obtained using the two neighbours of Right-top and Left-bottom using the 

averaging process. From these, three images additional images are generate using equations ranging 

from Equation (8) to Equation (11).  

                                ID4 =  
ID1+ ID2+ ID3

3
                                                    (8) 

            ID5 =  
ID1+ ID2

2
                                                                      (9) 

                                 ID6 =  
ID2+ ID3

2
                                                                    (10)                                                                                                

                             ID7 =  
ID1+ ID3

2
                                                          (11) 

The maximum value MX among the ID1 to ID7 images is computed. The minimum value MN 

among the ID1 to ID7 images is computed. The Equation (12) decides, which is the final estimated of 

diagonal based estimation for locations spotted by the term ‘D’ in Figure 6. 

IU
i,j

= {
MX, if ISGN

i,j
= 1

MN, else            
                                                                     (12) 

i ϵ [1, H-1, step2],  j ϵ [1, W-1, step2] 

where 

 ISGN-  Green Error Sign Image 

            IU      - Upsampled Image 

 The multi-valued horizontal interpolated image IH1 is obtained using the left and right 

element. The Left-valued horizontal interpolated image IH2 is obtained using the left side element. The 

Right-valued horizontal interpolation image IH3 is achieved using the right side neighbour. 

Additionally, the bottom-element which is already found by the diagonal process, is utilized with the 

left and right elements to form a triangle based kernel, for the generation of the averaged image IH4. 

Then the max value and minimum value are found using Equation (13) and Equation (14). 

M1 = max(IH1
i,j

, IH2
i,j

, IH3
i,j

, IH4
i,j )                                              (13)                                 
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M2 = max(IH1
i−j

, IH2
i−j

, IH3
i−j

, IH4
i−j)                                              (14)  

Herein, M1 means max value and M2 means min value. The final horizontal upsampled image 

is generated using Equation (15).    

IU
i,j

= {
M1, if ISGN

i,j
= 1          

M2, otherwise            
          (15) 

i ϵ [0, H-1, step2],  j ϵ [1, W-1, step2] 

 The multi-valued vertical interpolated image IV1 is obtained using the Top and bottom 

neighbours. The Top valued vertical interpolated image IV2 is attained via the top-element. The 

bottom-valued vertical interpolation image IV3 is found using the bottom side neighbour. Furthermore, 

the right-element which is already found by the diagonal process, is handled with the top and bottom 

neighbours to form a triangle based kernel, for the generation of the averaged image IV4. Then the 

maxvalue and minimum value are found similar with Equation (13) and Equation (14). The final 

vertical upsampled image is generated similar with Equation (15). The Green-Error and Green-error-

sign data are used to attach the error info with the final upsampled color image. In this way the final 

decompressed image is reconstructed using the MGD demosaicking and ESNIU upsampling process. 

 

   
     (a)                           (b)  
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       (c)           

Fig.7: Sample outputs of decompression section of the proposed ESNIU-MGD method for 

Sat_img1: a) Demosaicked color image by MGD method, b) ESNIU based upsampling c) Final 

decompressed image after the Green error integration. 

  

The Figure 7 illustrates the outputs of the decompression section of the proposed method.  

III Experimental results and discussion 

 The proposed method is compared and analyzed against the following two lossy compression 

methods: 

• DCT based difference lookup table oriented Lossy mode image compression (DCT-DLT) 

[28] 

• Just noticeable difference based perceptual optimization oriented Lossy image compression 

(JNDPO) [29] 

The proposed method is tested by two image databases and they are:  

• ISRO database 

• HASSELBLAD database.  

The ISRO database consists of  the Satellite images [26]. The HASSELBLAD database is created to 

set to the natural images [27].  

   

Peak signal to Noise Ratio is an analytic measure to show the quality of compressed image. It can be 

computed using Equation 16. 

𝑃𝑆𝑁𝑅 = 10 ∗ 𝑙𝑜𝑔10 ( 2552/𝑀𝑆𝐸 ) (16) 

Herein, the Mean Square Error (MSE) is computed using the uncompressed-image and the 

reconstructed image. The higher PSNR refers the better compression technique. 

Table 1: PSNR analysis for ISRO database 



Novel ESNIU upsampling method for lossy image compression 

 

3028 

Database name Image name PSNR (db) 

DCT-DLT 

method 

JND-PO 

method 

ESNIU-MGD 

method 

 

ISRO database 

ISRO_1 24.81 25.88 28.26 

ISRO _2 24.07 25.33 27.40 

ISRO _3 25.33 26.40 28.47 

ISRO _4 23.00 24.26 26.39 

ISRO _5 25.86 27.29 29.79 

 

 

 

Fig.8: PSNR analysis chart for ISRO database images. 

 The Table 1 and Figure 8 focus the PSNR analysis of the ISRO dataset. The average PSNR 

obtained by proposed method is 27.46 db. The proposed method achieves higher PSNR than the 

existing methods for the ISRO database. 

Table 2: PSNR analysis for HASSELBLAD database 

 

Database name Image name PSNR (db) 

DCT-DLT 

method 

JND-PO 

method 

ESNIU-MGD 

method 

 

HASSELBLAD 

database 

HASSELBLAD 

_1 

22.55 23.19 25.59 

HASSELBLAD 

_2 

23.64 24.26 26.69 
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HASSELBLAD 

_3 

25.69 25.92 28.56 

HASSELBLAD 

_4 

24.56 25.16 27.21 

HASSELBLAD 

_5 

22.42 23.03 25.05 

 

 

Fig.9: PSNR analysis chart for HASSELBLAD database images. 

 The Table 2 and Figure 9 point out the PSNR analysis of the HASSELBLAD dataset. The 

maximum PSNR obtained by proposed method is 26.62 db. The proposed method achieves higher 

PSNR than the existing methods for the HASSELBLAD database. 

 The compression ratio (CR) is the measure of compression which is the ratio between the 

uncompressed image size and the compressed image size. It can be computed using Equation 17. 

CR=
uncompressed image size 

compressed image size
 (17) 

Table 3: Compression ratio  analysis for ISRO database 

Database name Image name CR 

DCT-DLT 

method 

JND-PO 

method 

ESNIU-MGD 

method 

 

ISRO database 

ISRO _1 8.41 8.95 12.17 

ISRO _2 8.07 8.61 11.80 

ISRO _3 7.38 8.00 11.61 
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ISRO _4 9.23 9.79 12.69 

ISRO _5 8.53 9.11 12.31 

 

 

Fig.10: CR analysis chart for ISRO database images. 

 Herein, the higher CR means better compression technique. The Table 3 and Figure 10 

express the CR analysis of the ISRO dataset. The maximum CR obtained by the proposed method is 

12.11. The proposed method achieves higher CR than the existing methods for the ISRO  database. 

The higher CR prolongs the lifetime of the network communication [34][35]. 

Table 4: CR analysis for HASSELBLAD database 

Database name Image name CR 

DCT-DLT 

method 

JND-PO 

method 

ESNIU-MGD 

method 

 

HASSELBLAD 

database 

HASSELBLAD 

_1 

7.26 7.96 11.97 

HASSELBLAD 

_2 

9.15 9.62 12.41 

HASSELBLAD 

_3 

7.61 8.28 11.89 

HASSELBLAD 

_4 

7.91 8.48 12.33 

HASSELBLAD 

_5 

8.27 8.92 12.96 
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Fig.11: CR analysis chart for HASSELBLAD database images. 

The Table 4 and Figure 11 express the CR analysis of the HASSELBLAD dataset. The maximum CR 

obtained by proposed method is 12.31. The proposed method obtains higher CR than the existing 

methods for the HASSELBLAD  database. 

IV Conclusion 

 This paper speaks about a new lossy image compression method involving the two concepts 

namely MGD demosaicking and ESNIU upsampling. This method intakes the color RGB image 

produces the compressed image with better quality. Herein, the ESNIU upsampling is the main 

contribution of this paper. The ISRO database and HASSELBLAD databases are used for testing the 

image sets. The average PSNR produced by this approach is 27.04 db. The average CR of the 

proposed method is 12.21. The proposed method is the highly beneficial method in case of both the 

analytic metrics like PSNR and CR, than the other existing methods. The proposed method produces 

successfully the target outputs without any fail. The future work of this method can be the integration 

of a demosaicking method instead of MGD demosaicking to improve the compression ratio and the 

PSNR. 
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