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Abstract 

Hybrid models that combine linear and nonlinear models are among the most important tools 

for analyzing time series, This article discussed a methodology for building hybrid time 

series models and its application in identifying the behavior of the monthly series of the 

number of children admitted to the Children's Hospital in Kirkuk Governorate related to 

respiratory diseases.. By applying the linear models to the studied series  then using the 

residuals of the linear model as inputs for the later stages, we were able to find the best and 

optimal hybrid model from all the models that were evaluated in this study according to the 

criteria that were used to determine the best model, the study concluded that the hybrid 

model (ARIMA-EGARCH) was the optimal model that can be relied upon in making 

forecasting for the series studied in the application.                                                         

Key words: Box-Jenkins methodology, Hybrid models, linear models, nonlinear models,  

                     Respiratory Diseases. 

1. Introduction 

Forecasting the future is one of the basic issues that enable administrations and decision 

makers to take correct and sound decisions in various health, service, social and other fields. 

Time series is one of the most important methods of future prediction about the values of the 

phenomenon as what happened to it in the past, that the forecasting process in the time series 

is directly affected by the selection of the appropriate model for the time series data, as this 

step directly affects the accuracy of the forecasts expected to be obtained in the future. 

Because of the importance of the topic of forecasting, there is an urgent need to develop 

statistical methods to increase accuracy and knowledge of forecasting. These methods 

include: linear time series models and non-linear time series models and the use of these two 

models together in their modern and advanced form known as the hybrid model, in line with 

the nature of the data available to us in order to reach the best and most efficient model that 

will be used for forecasting. 
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There are several articles dealing with hybrid models and their applications in many fields, 

including (Aladag et al.,2012), (Pahlavani& Roshan,2015), (Abdel Aziz,2016), (Al Telbani& 

Al Hajj, 2018), (Al-Farhoud , et al., 2019) ,(Sukano etal.,2020). 

The health aspect is one of the basic aspects of life development because it is concerned with 

human health and getting rid of the diseases they suffers from, especially the health aspect 

related to children and what they suffer from health problems and various diseases such as 

respiratory diseases, Therefore, the article focused on the use of the hybrid model in studying 

the series of number of children with respiratory diseases for the purpose of developing a 

future prediction model for the number of children expected to be admitted to hospital for the 

coming years, and provide forecasts to health authorities and decision makers in order to take 

the necessary measures to confront this health crisis.  

2. Hybrid time series model 

Time series models are divided into ( linear models, nonlinear models, hybrid models) as 

follows : 

2.1.  Linear models: 

 Linear models can be defined by a general mathematical model as follows (Palitand  

Popovic ,2005): 

𝑦𝑡  =    

∞

𝑖=−∞

𝜓𝑖𝑍𝑡−𝑖  

whereas: 

𝜓𝑖   = a group of Constants that fulfill the condition: ∞
𝑖=−∞  𝜓𝑖 < ∞  

 𝑍𝑡  = is the white noise series with mean equal to zero and variance equal to 𝜎2. 

Common linear models are:  

●  Autoregressive model of order (p), AR(p)  

●  Moving Average model of order (q), MA(q) 

● Autoregressive and Moving Average model (mixed model) ARMA (p,q) 

● Autoregressive Integrated Moving Average model ARIMA (p,d,q), this model is the 

general case of the three models mentioned above. 

The time series (𝑦𝑡) is said to follow an ARIMA(p,d,q) model in the case of taking the 

differences of the series, which is defined as follows: 𝑊𝑡 =  𝛻𝑑𝑦𝑡 . This difference factor is a 

process by which a new time series is built by taking the successive differences of the 

successive values along the pattern of the non-stationary series and write an abbreviation 

ARIMA (p, d, q), The model can be rewritten using the back shift operator as follows (Cryer 

and Chan, 2008): 

(1 − 𝐵)𝑑𝑦𝑡 =  1 − 𝜃1𝐵 − ⋯ − 𝜃𝑞𝐵𝑞 𝑎𝑡      (1-∅1𝐵 − ⋯ − ∅𝑝𝐵𝑝) 

∅ 𝐵  1 − 𝐵 𝑑𝑦𝑡 = 𝜃 𝐵 𝑎𝑡  

2.2. Nonlinear Models:  

There are several types of nonlinear models, including the following: 
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1- ARCH(p) Model: The ARCH model describes the conditional variance of the current 

model as a function of the real sizes of random errors in the previous time. The formula of 

the ARCH of order (p) model is as follows (Raheemaet al.,2020): 

𝜎𝑡
2 = 𝛼0 + 𝛼1𝑎𝑡−1

2 + ⋯ + 𝛼𝑚  𝑎𝑡−𝑚
2  

2- GARCH Models (p,q): The conditional variance of the model GARCH contains the 

squared errors of the past in addition to the shifted conditional variances. The (GARCH) 

model is preferred over the (ARCH) model because it contains fewer parameters. 

The mathematical form of the GARCH model can be written as follows (LAM ,2013): 

𝜎𝑡
2 =  𝛼0 +  𝛼1𝑎𝑡−1

2 + ⋯ + 𝛼𝑝𝑎𝑡−𝑝
2 +  𝛽1𝜎𝑡−1

2 + ⋯ + 𝛽𝑞𝜎𝑡−𝑞
2  

3- EGARCH  Models (p,q): It's the model that use to avoid the weakness in the GARCH 

model and to allow positive and negative asymmetric effects, this model is known as 

EGARCH. The  model is characterized by taking the natural logarithm of the conditional 

variance (AlTelbani and AlDoub, 2020): 

𝑙𝑛 𝑙𝑛 𝜎𝑡
2 =  𝛼0 +  𝑞

𝑖=1 𝛼𝑖  
𝜀𝑡−𝑖

𝜎𝑡−𝑖
 −  𝛾𝑖  

𝜀𝑡−𝑖

𝜎𝑡−𝑖
 +  𝑝

𝑗=1 𝛽𝑗 𝑙𝑛 𝜎𝑡−𝑗
2  .  

2.3. Hybrid Models: 

Hybridization is the merging or mixing of two time series models (linear and non-linear) and 

exploiting the characteristics of each model to obtain a new model that combines them and 

addresses the weakness and gap in each model separately, thus generating a more accurate 

and reliable model in prediction(AlTelbaniand AlHajj,2018). The idea of merging linear 

models and Non-linearity models is based that the single model may not be sufficient to 

diagnose all the properties and characteristics of the time series and the reason is due to the 

presence of the linear and nonlinear components in the series over time, which prevents the 

linear or nonlinear model from being able to treat these two components together, As in the 

model under study (ARIMA-EGARCH).  

The process of building hybrid models depends on the time series being composed of two 

components, the first is linear 𝐿𝑡  and the second is not linear𝑁𝑡  in time (t) As shown by the 

following equation (AlFarhoud et al., 2019): 

𝑦𝑡  =  𝐿𝑡 +  𝑁𝑡                              𝑡 = 1,2, … …. 

Thus, the building stages (ARIMA - EGARCH) is based on the following steps: 

1- Determining the best model from ARIMA models and obtaining the estimated values and 

residuals where the residuals contain the non-linear relationships that the proposed ARIMA 

could not modeling the series, and the residuals (𝑒𝑡) are obtained at time t according to the 

following relationship: 

𝑒𝑡 = 𝑦𝑡  −  𝐿 𝑡  

Where 𝐿 𝑡= the estimated values obtained from the best model of (ARIMA). 

2- Knowing and determining the type of residuals obtained from the studied linear model. If 

the residuals have a linear relationship, we cannot use them to build a model (ARIMA-

EGARCH) and therefore we rely on a model ARIMA conducting the forecasting process, the 

predictions that will be obtained will be of high efficiency and good accuracy, meaning that 
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the linear model is the most efficient and best model and there is no need for the 

hybridization process. But if the residuals have a non-linear relationship, that is, they contain 

non-linear relationships, that ARIMA can't Model it, we use these non-linear residuals as 

inputs to build a model GARCH. The linearity of the residuals is checked using statistical 

graphics and graphs of the autocorrelation function and partial autocorrelation of the 

residuals, or by using statistical tests such as the (Jarque-Bera) test , (Ljung-Box) test and 

(ARCH -test) which decides the issue of the existence of the relationship or not, that is, it is 

considered an indicator of the validity of the graphs. 

3. Application to the Respiratory Diseases 

The methodology of  practical application was to use two models which are linear model 

(ARIMA) and hybrid model (ARIMA-EGARCH) in addition to statistical tests and 

diagnostic tests were applied and conducted for both models on a series represented by the 

real data of the monthly entry of children with respiratory diseases. Data taken on the 

number of children admitted to the Children's General Hospital in Kirkuk  government for 

the period  from 2010 to 2020.  

The ARIMA model will be built first passing through the collection of the stages of its 

construction, then we build the hybrid model based on the residual of  best models that have 

been adapted from the (ARIMA) models, Finally, finding a hybrid model that can be relied 

upon in building forecasts for the coming years for the studied series. 

3.1. Application  ARIMA Models 

Application of (ARIMA) models requires going through four basic stages, which are, 

identification, estimation of parameters , Verification of the Model and finally the evaluation 

of the quality of the model in preparation for its use in forecasting. These stages will be 

applied in the following paragraphs, as follows: 

The series will first be examined whether it is stationaryor not by the variance and the mean. 

Through the diagram, it is possible to see the nature of the fluctuation in it, and to note 

whether it includes a general trend. Figure (1) shows the graph of the original series, the 

monthly entry  of the number of children with all respiratory diseases. 
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Figure (1): Graph of the original time series 

We notice that the series fluctuates irregularly, which indicates that the series is not 

characterized by a fixed level, that is, it is non-stationary in the mean,  this means that the 
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mean  is not stable over time, which leads to the need to take the differences to make it 

stationary, since the stationary series is one of the important conditions for modeling the time 

series in a manner Box and Jenkins methodology .Figure (2) shows the time series drawing 

after taking the first difference where it is noticed from the figure that the series has become 

stationary: 
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Figure (2): Graph of the time series after taking the first difference 

Also the augmented Dickey-Fuller test of the unit root of the first differences of series was 

used to make more sure of the stationary of the time series, where the probabilistic values of 

test  less than (0.05), which indicates the stationary of the time series.as shown in the table 

(2): 

Table (1):  Augmented Dickey-Fuller test of the first differences 

Models ADF-test P- value 

The first model (intercept) - 11.88627 0.0000 

The second model (trend and intercept) -11.87272 0.0000 

The third model (none) -11.93209 0.0000 

 

After the time series has settled, the stage of identifying the initial model comes by 

determining the degree of autoregressive AR (p) and the degree of the moving average MA 

(q). an initial model is determined based on the autocorrelation and partial autocorrelation 

functions of the first differences of series. , the initial model is ARIMA (6,1,6) . In order to 

more accurately determine the order of the model, we do the following: 

Examine the graph of the autocorrelation function for the residuals of the initial model in 

order to make sure that the correlation coefficients fall within the confidence interval limits, 

as in figure (3): 
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Figure (3): Autocorrelations of Residual Series ARIMA (6,1,6) 

Notes from the figure (3) which shows that the autocorrelations of the residual of the model 

do not all fall within the confidence interval limits, which indicates that the chosen model is 

not an appropriate model. 

After that,  we compare the selected model ARIMA (6,1,6) with a number of proposed 

models for the purpose of improving the efficiency of the model and choosing the model 

with good specifications with the lowest value for the model selection  criteria, among these 

criteria are (AIC, SIC, HQ), in addition to the adjusted coefficient of determination (adj-𝑅2) 

for each model and compare these models for accuracy in obtaining the appropriate model 

for data representation. And shown in the table(2): 

Table (2): ARIMA Models and Comparison Criteria Values 

adj-𝑅2 HQ SIC AIC Models 

0.10 17.3406 17.4839 17.2424 ARIMA(3,1,6) 

0.12 17.33815 17.4945 17.2311 ARIMA(4,1,6) 

0.20 17.2848 17.4281 17.1867 ARIMA(5,1,4) 

0.20 17.3132 17.4826 17.1973 ARIMA(5,1,6) 

0.12 17.3238 17.4541 17.2346 ARIMA(3,1,5) 

0.11 17.3685 17.5509 17.2436 ARIMA(6,1,6) 
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We note from table (2) the ARIMA (5,1,4) model recorded the lowest value for all criteria 

compared to the proposed models and the initial model ARIMA (6,1,6),  

The following stage is one of the most important stages in the analysis, during which the 

adequacy of the model is verified in order to keep it as it is or improve and develop it into a 

hybrid model that accommodates the deficiency in the current model, as we are subjecting 

the model that has been reached, which is a model ARIMA(5,1,4) for a number of statistical 

tests and graphical checks, if the model passes these tests, it is valid for use and forecasting , 

these tests lie in the analysis of Stability and Invertible, the analysis of residuals as shown in 

the next paragraphs: 

 

Stability and Invertible Analysis: The achievement of the two conditions of stability and 

invertible in the model parameters is evidence of the adequacy of the model for the data 

under study, all the series of moving averages and Autoregressive they are all 

unconditionally Stability, as noted in the table (3) as the absolute value of all estimators was 

less than one, this is confirmed by the unit roots test of the model by examining the structure 

of the proposed model 

Table (3): Stability and invertible Test for ARIMA (5,1,4) 

 

From the above table, we see that a model ARIMA (5,1,4) is a stable and invertible model 

since all its roots lie outside the unit circle. 

 

Residual Analysis: This process is done using some statistical tests as follow: 

By using  Jarque - Bera test to check the normality of residuals, we note that the p-value was 

equal to (0.0187) which is less than 0.05, which indicates the need to reject the null 

hypothesis that the residuals follow a normal distribution and accept the alternative 

hypothesis that the residuals do not follow a normal distribution. We also note that the 

kurtosis coefficient was equal to (4.006) so it is greater than 3, which confirms the non-

normality of the distribution of the residuals with the presence of skewness to the right 

according to the value of the positive skewness equal to (0.332). Thus, the residuals have lost 
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the condition of the normality of the distribution, which confirms the existence of non-linear 

patterns in the residuals of the series that call for the use of non-linear models. 

 

Figure (4): The Jarque-Bera test for normal residual distribution 

Another test can be applied which is Ljung-Box test to check the residual correlation, where 

the value of the correlation coefficients for the residual squares was significantly different 

from zero, meaning that their values were less than 0.05, this is a sufficient reason to reject 

the hypothesis  𝐻0: 𝜌 𝑘 = 0 and accept𝐻0: 𝜌 𝑘 ≠ 0  that is, there is an autocorrelation in 

the residual square 

Also  ARCH LM-test can be used to check the stability of variance, we notice in this test the 

presence of an ARCH effect, that is, there is an effect of heterogeneity of variance for the 

residuals, since the p-value of the test is equal to (0.0374), which is less than 0.05, that is, 

rejecting the null hypothesis (𝐻0: 𝛼𝑖 = 0 ) and accepting the alternative hypothesis (𝐻0: 𝛼𝑖 ≠

0) .  Also Fisher's statistic supports this hypothesis because its value was equal to (0.0376) 

which is less than 0.05. 

Table (4): Heteroscedasticity ARCH Test 

 



Building a Hybrid Model to Forecast the Numbers of Children with Respiratory Diseases in Kirkuk 

Governorate 

 

3447 

 

We conclude from the above that we can use the ARIMA (5,1,4) model in the last stage, 

which is the forecasting stage, but it is not preferred to adopt it to represent the series data 

because it does not represent the optimal model and the resulting predictions may be 

characterized by insufficient accuracy. The above model is what contributed to reducing its 

efficiency, so a model will be entered ARCH-GARCH specialist in dealing with this type of 

problem on a model ARIMA (5,1,4) to reach the optimal hybrid model 

3.2. Application Hybrid Models  

Identification  is the first stage in which the residual series of the model under study is 

presented and based on the drawing of the residual series, it is clear from the figure that the 

residuals are fixed on the mean but not fixed in the variance, meaning that the series contains 

fluctuations in the residuals  

 

Figure (5) : Residual series for ARIMA model (5,1,4) 

In Hybrid Model Selection stage, a set of models were proposed (ARCH & GARCH) 

depending on the residual of ARIMA (5,1,4) model,to reach the first model suitable for 

building a hybrid model that has the ability and efficiency to overcome the non-linear 

problem, and the probability value (P-Value) should be greater than 0.05 for the ARCH LM-

test. To choose the best model among the proposed models, the values of the selection 

criteria used (AIC-SIC-HQ) should be as small as possible as shown in table (5): 

Table (5): Comparison between proposed models 

HQ SIC AIC LM 

ARCH 

Test 

Ljung-box Q-stat (𝑅2) Models 

Q(20) Q(15) Q(10) Q(5) 

17,336 17,496 17,226 0.4278 0.925 0.974 0.978 0.947 ARCH 1 

17.316 17,490 17,198 0.8118 0.800 0.892 0.684 0.588 ARCH2 

17.210 17.371 17.101 0.028 0.012 0.131 0.144 0.080 GARCH(0,1) 
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17.088 17,262 16,969 0.5020 0.039 0.204 0.257 0.600 GARCH(0.2) 

17,179 17,353 17.060 0.1196 0.010 0.063 0.072 0.197 GARCH(1,1) 

17.199 17.386 17.071 0.2465 0.015 0.112 0.122 0.295 GARCH(1,2) 

17,213 17.400 17,085 0.3568 0.555 0.839 0.770 0.854 GARCH(2,1) 

17,124 17,325 16,987 0.9357 0.019 0.303 0.180 0.696 GARCH(2,2) 

17.0439 17.2176 16.925 0.3955 0.669 0.877 0.654 0.568 EGARCH (0,1) 

16.9944 17.1815 16,866 0.7430 0.159 0.953 0.901 0.677 EGARCH (1,1) 

17.3321 17.5058 17.213 0.8538 0.331 0.509 0.798 0.623 EGARCH (1,0) 

 

It is clear from the above table that the best model that achieved the least value for the 

criteria (AIC, SIC, HQ) is a model (E GARCH (1,1)) with few number of parameters as 

possible. Therefore, the hybrid model is: ARIMA (5,1,4) - E GARCH (1,1). 

After determining the optimal hybrid model, its validity and efficiency must be tested, this is 

done through the test (ARCH-Test) and (Ljung-Box test) for squares of residual: 

First : ARCH-Test: In which the test value appears equal to (0.7430), which is greater than 

0.05, that is accepting the null hypothesis, in this case the problem of Heteroscwdasticity was 

eliminated , as shown as in table (6): 

 

Table (6): Heteroscwdasticity ARCH Test 

 

Second: Ljung-Box Test: As it is clear, the p-values were greater than 0.05, which means 

accepting the null hypothesis that there is no serial correlation between the values of the 

residual squares series. 

Thus, the hybrid model has got rid of the problem of the heteroscedasticity, as well as the 

problem of autocorrelation. It is an ideal model for forecasting 
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Figure (6) : Autocorrelations of a series of residual squares of the hybrid model 

Forecasting is the last step in analyzing and diagnosing the appropriate model in the time 

series, it is one of the most important goals of building the statistical model. On this basis, 

the numbers of children admitted to Kirkuk Children’s Hospital (the sentinel and the 

consultant) were predicted on a monthly basis and for the next two years, the results were as 

follows in table (7). It is evident in the graph of the real series and the series of the 

forecasting values for the next two years: 

Table (7): Forecasting values for the next two years (2021-2022) 

2022 2021 Months 

3348 782 January 

3475 1031 February 

3474 1343 March 

3569 1685 April 
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3634 1913 May 

3668 2247 June 

3822 2466 July 

3885 2675 August 

4051 2918 September 

4241 3015 October 

4393 3198 November 

4684 3291 December 

 

Conclusions 

In this article, the stationary of the original series for the number of children admitted to 

Kirkuk Children's Hospital was is examined and found to be  non-stationary series, the 

stationary state was reached in the series after taking the first difference. A number of 

tests were conducted on the residuals of the proposed linear model ARIMA (5,1,4) for the 

purpose of verifying its validity. It was concluded that the residuals had a non-linear 

effect, and the residuals were non-normally distributed, which calls for improving and 

developing the linear model for the purpose of getting rid of these problems to reach a 

model that gives real estimates and forecasting. Depending on the residuals of the linear 

model, a hybrid model was built from among the linear (ARIMA) and nonlinear (ARCH 

& GARCH) family models for the purpose of obtaining a model that allows to get rid of 

the problems that faced the linear model. A number of proposed hybrid models were 

reached, and the best hybrid model that has the lowest statistical comparison criteria is the  

ARIMA (5,1,4)-EGARCH (1,1) hybrid model. Tests were carried out on the residuals 

hybrid model, the results showed that it was free of non-linear effects, meaning that the 

hybridization process formed a valid model for carrying out the prediction process 

without any problems, therefore future predictions will be of high accuracy. 
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