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Abstract 

Music forms an integral part of human beings and acts as a channel to help an individual to express his/her 

emotions. It also connects the listener with stimulus related to other emotions. The mood or emotion of the 

individual is communicated partly through the expressions on the face. Demand therefore exists for a system to 

assess the emotion or mood of a person and play the music to elicit the emotion. A technical approach includes 

the system recognizing the captured face expressions in a numeric form and identifying the individual’s emotion 

determined by the centroid of these features. A musical piece or song is played according to this emotion from 

the play-list. 
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1. Introduction 

Most of the music lovers listen to the music reflecting their mood or feeling at a certain moment of time. 

Numerous traditional music players exist in which the listeners need to undergo the action of typing out their 

emotion or mood type, searching through the song-list and finally listening to it. During this process, they may 

lose interest as it is time-consuming and distracting. They may also undergo mood fluctuations. There is the 

facility of advanced features like recommending similar songs depending on the singer or genre offered by 

several music systems, but there is a lot of scope for improvement in this process through the automation of its 

different functions.  

2. Basis of the work 

The challenges related to face detection include that of non-frontal or partially visible or tiny faces. Also, the 

segmentation of the face from the background is a difficult task requiring the understanding of illumination and 

occlusion variations which can be resolved by considering texture [5]. The combination of the Histogram of 

Oriented Gradients (HOG) and Support Vector Machine (SVM) to calculate the detection ratio while using a 

high-quality image is discussed in detail but detection in actual practice is not possible [8]. According to this 

algorithm, an approach consisting of a simple sliding window is used for determining and representing the 

image in a pyramidal structure. Multiple scaling factors are used in this process. A step size of constant value is 

used to obtain small sub-images of 64 x 128 sizes and at different scales. Each of the sub-images is used to 

check if it is part of the face or not, and its HOG is computed. This data is next passed to the classifier (Linear or 

not) to make a decision of whether the sub-image represents a Face or not. After obtaining the resulting 

information in the form of pyramid, the operation of non-maxima suppression (NMS) is executed to discard the 

non-relevant information in the form of stacked rectangles. The superposition of one expression over the other is 

considered, which represents the blended expression [3]. A number of complex methods, like Neural Networks, 

Direction Intensity Signature and kernel based KSDA have been used to identify and recognize blended 

expressions [1,2,9]. 
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3. Proposed Method 

The process to automate this requirement is to make the system capable of capturing images, identify the 

expression, identify our mood and finally play the music as per our mood. The movements and resulting 

positions of the facial muscles underneath the skin result in a particular facial expression relating to a unique 

emotion. This kind of facial expressions are noticed even in some mammals and animal species. The social 

interaction between human beings  include messages conveyed through these face expressions.  

3.1 Description and Algorithm 

Mathematically, the Action Units and the centroid information can be used to describe the face expression. 

When the related concepts of physics and mathematics behind capturing of images are explored, it is observed 

that the face expressions can be divided with their respective aspect ratios and centroid of the 2D picture 

captured by the system/webcam of a 3D human being can be calculated. For this, it is seen that the process of 

expression identification and automatic playing of audio will undergo typical operations as shown in Fig. 1. 

below. 

3.2 Extraction of face expression 

Accordingly, the face is recognized with aspect ratio i.e., the ratio includes height and width of the face. 

Based on this concept of Aspect Ratio, major expressions can be divided into their respective moods. 

 

Fig. 1. Flowchart of the automation of mood-based music. 

3.3 Identifying the mood or feeling of the person through Zernike Moment 

The listener’s state of mind is determined as per the primary emotions, as classified by Plutchik’s theory of 

emotion [6]. In this work, the Pattern vector is defined by the features of height of the face, width of the face, 

the Aspect Ratio and moment generated by Zernike polynomials [7]. The facial features can be uniquely 

extracted through the use of only the Aspect Ratio or the Aspect Ratio in combination with the Zernike Moment, 
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but this will result in the features for the differently distanced face to be the same. In order to ensure a more 

effective, unique and correct emotion classification, the height and the width of the face are also considered.  

Zernike polynomials are commonly used as basis functions of image moments. These polynomials are 

orthogonal by nature to each other and hence, can be used to represent the image properties uniquely. These 

polynomials are invariant to rotation, scale and translation. Few data points are sufficient to determine the 

descriptors accurately [7]. Once the features are extracted, their combination is identified to be a corresponding 

expression, as given in the example.  

3.4 Song selection according to the mood 

The song is mapped with the expression on the person’s face through the use of a play-list record. Finally, 

the selected music or song is played automatically. 

4. Implementation 

As an initial step, the range of the centroids are mapped to the person’s mood and stored as a file 

programmatically. This file is used as a reference. Twelve moods have been captured for a particular subject in 

hand.  

The individual’s picture is captured through the webcam on an I5 quad core processor, with a configuration 

of 4GB RAM, 1Tb HDD. The face is detected and consecutively extracted. The features of the face required to 

identify the expression are obtained through Pattern Vector generation. The corresponding emotion is identified 

through the vector value. The code was first implemented using the Corpus images shown in Fig. 2. (a) to test 

for understanding the working of the algorithm.  

 

Fig. 2. (a) Corpus images showing twelve types of emotions [6]. 

The second step involving the location identification and extraction of the faces from the pictures is seen in 

Fig. 2.(b). Observation of different expressions simultaneously on the upper and the lower face represent 

different emotions,  called blended facial expressions of emotions. An example of these expressions with the 

Action Units (AUs) is shown in Fig. 3.  

 

Fig. 2. (b) Corpus images showing twelve types of emotions [6]. 

      A set of 12 blended expressions representing the emotions of tranquility, enjoyment, amazement, 

soulfulness, crying, normal, hard feelings, unbelieving, smiling, hysterical emotion and questioning have been 

considered for this study. For this special coordinate system of the face, the x- and y- axes are indicated by the 

line joining the inner corners of eyes and its perpendicular line respectively. 
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Fig. 3.  An example representing the Action Units relating to blended facial expression           (a) A Happy 

expression; (b) A Surprised Expression; (c) A Happily Surprised Expression. 

Upper and lower facial features are defined by fifteen and nine parameters for ease of understanding [3]. The 

ratio of the current feature value (i.e., expressive one) to the neutral feature is used to normalize the face feature 

parameters. Two such samples of these normalized parameters are listed in Table 1. below.  

Table 1. Example of Mathematical Notations for the normalized parameters 

Normalized 

Parameter 

Mathematical      

Representation 

Inner brow motion ābi 

Outer brow motion ābo 

It is assumed that face expressions can be represented approximately as combinations of several Action 

Units (AUs) which are represented in terms of normalized parameters. Assuming AU1 symbolizes inner brow 

rise i.e., inner brow motion and positive y-axis direction ābi indicates large feature moment with respect to 

neutral one in y direction so AU1 - ābi .The facial expression, its AU combination and its symbolic 

representation is given for three example expressions in Table 2 below:  

Table 2. List of three examples for emotion representation of Facial Expressions [3] 

Facial 

Expressio

n 

Corresponding Action Unit Proposed Symbolic 

Representation 

Happy AU12, AU25 (primary), AU6 ābix + ālhy + āchey  

Sad AU4, AU15 (primary), AU1, AU6, 

AU17 

-[ābiy + āboy + Ǭbx ]-[ ālly + 

ālry] + āchey + āchey 

Surprised AU1, AU2, AU25, AU26 (primary)  ābiy + āboy  + 2 ālhy  

The table indicating the corresponding Zernike values for six faces is listed in the Table 3, with the initial 

value being taken as 0. 
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Table 3. The range of the centroid relevant to the facial expression for the Corpus Image 

Face Number Centroids Aspect Ration Emotion 

face5.bmp 52012  tranquil 

face3.bmp 54571 2558.44 peaceful 

face1.bmp 55046 475.26 enjoying 

face6.bmp 59748 4701.88 amazed 

face4.bmp 62618 2869.89 soulful 

face8.bmp 65914 3296.18 crying 

The songs obtained for two of the emotions are given in Fig. 4.  

 

Fig. 4. The file links to two sample emotions. 

This was implemented on a few images from the Cohn Kanade standard database as a sample. Once the 

algorithm was proved successful, it was then implemented on live data. The emotions of the listener will not 

change abruptly, but will transform gradually, after a 3 to 5 second period. To identify the emotion in the 

listener, an image is captured within 5 seconds approximately at the rate of one image per second. The facial 

expression is identified within a period of 30 seconds and the song associated with the emotion is played. Two 

sample results that were obtained with this implementation are shown in Fig. 5. below indicating the process of 

capturing the image, face extraction, mapping of the centroid to a particular emotion and then obtaining the 

corresponding audio in the form of a song. It is observed that when Zernike moments are considered as feature 

extractors, the noise from the face images has less effect on the classification of emotions. This was 

implemented by recording twelve emotions of ten people to run the test.   

 

Fig. 5. (a) Process to represent sad mood 

 

Fig. 5. (b) Process to represent tranquil mood 

5. Limitations 

The process was implemented for twelve categories of emotions only. However, additional moods whose 

centroid values lie in the range are identified with a reasonable range of the centroid values, instead of only 

distinct values. The complex emotions of a person cannot be detected in a single image. Also, proper 

illumination of the room is required for the correct recognition of the facial expression. The centroids for the 

facial expressions vary from one individual to the other. This requires identifying the range for the individual 

initially. 

6. Future Work  

More work needs to be conducted to make the process illumination-invariant. The emotions and their 

respective range of centroid values can be extended to recognize any other mood. Further study on this aspect is 
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required  based on the Pattern Vector used in this algorithm. An automatic training of the system to generate the 

respective ranges would make the process more versatile.   

7. Conclusion 

This paper focuses on the mathematical formulation of the expressions related to the face, representing 

different emotions. A total of twelve of the basic human facial expressions are identified based on these 

formulations and used for the application. The proposed method is implemented with a few example 

expressions. 
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