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Abstract 

 

Facial expression recognition has made significant progress using deep learning, which has received 

increasing attention across all fields. Mainly, conventional facial expression recognition systems 

require constrained datasets for optimal performance, making them unsuitable for use on real-time 

data. Such real-time sequences limit the efficiency and accuracy of the traditional system. An 

innovative deep learning framework is proposed in this work that combines dual VGG16 and long 

short-term memory (LSTM) cells to recognize facial expressions in real-time. Three main aspects of 

the novel framework are: (i) To enhance each image's edge detail and resolve illumination variances, 

edge enhancement              pre-processing techniques are utilized; (ii) In order to extract spatial 

features from                        pre-processed images, the VGG16 model is used, which extracts them 

quite effectively; (iii) An LSTM layer is used in conjunction with VGG16 for extracting temporal 

relationships between successive frames along with the spatial feature maps. Comparing the 

experimental data to existing implementations, facial expression recognition has improved 

considerably in terms of robustness and accuracy. 

 

Keywords: Deep learning, edge enhancement, facial expression recognition, LSTM, transfer learning, 

VGG16. 

 

Introduction  

Facial expression is the main non-verbal means of expecting goals in human communication. The 

work of Mehrabian [1] in 1974 says that 55% of messages relating to feelings and attitudes is in facial 

expression, 7% of which is in the words that are spoken, the rest of which is spoken communication 

that does not involve words. According to Mehrabian, facial expressions play a significant role in the 

exchange of information. Artificial intelligence has provided recent insight into how to discern facial 

expressions instinctively. Psychology, computer vision, and pattern recognition have all gained 

considerable interest in the study of Facial Expression Recognition (FER). FER has extensive 

applications in multiple domains, including human-computer interaction [2,3], augmented reality [4], 

virtual reality [5], advanced driver assistance systems [6,7], entertainment [8], and education [9]. 
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According to Ekman and Friesen [10], six universal emotions can be characterized by facial 

expressions (fear, happy, disgust, sad, anger, and surprise).  

 

An early method of recognizing facial expressions used the Facial Action Coding System (FACS) [11, 

12], developed to distinguish between changes in movement patterns of the muscles of the face using 

44 action units. The use of handmade and engineered techniques such as facial landmarks have been 

proposed for many traditional methods. As its evolution evolved, geometric-based and appearance-

based feature extraction approaches were used to automate the facial expression recognition system. 

In some research studies [13, 14, 15], geometric-based methods are used to extract geometric 

topographies of pre-defined facial landmarks. Similarly, the active appearance model (AAM) [16] and 

active shape model (ASM) [17] extract geometric topographies based on position and shape. These 

methods are more sensitive to noise and have trouble delineating the subtle changes in facial muscle 

movement. Surfaces and edges are investigated using appearance-based techniques, such as local 

binary pattern (LBP) [18], local directional ternary pattern [19], histograms of oriented gradients 

(HOG) [20], and Gabor wavelets [21]. Appearance-based techniques, like geometric methods, are 

robust to noise and can be used to extract distinct features. In some cases, hybrid-based topographies 

are used to combine both approaches to yield improved recognition accuracy [22, 23]. All the above-

mentioned approaches are good for the images in constrained environments. 

 

In real time, images are characterized by multiple backgrounds, occlusions, and illuminations, as well 

as spontaneous expressions. Expressions of these kinds can vary slightly from normal expressions 

depending on the culture and style of individuals [24]. Using traditional feature extraction methods in 

such a case results in increased training time and computational expense, as well as increased noise 

that adversely affects system performance. Furthermore, studying the complex image requires extra 

memory, and exploring discriminative facial topographies to recognize facial expressions and link 

them to a person's internal emotions is an open question. 

 

In recent years, researchers have used deep learning to address the above issues and have made 

promising progress in emotion recognition from image sequences. Today, GPUs and large training 

databases are increasingly available, and deep learning has become quite common in computer vision. 

In fact, convolutional neural networks (CNNs) [25], have made several noteworthy developments in 

the recognition of emotional expression through facial expression [26–29]. The use of a large dataset 

lends itself to outperforming a                             hand-engineered method, as previously explained. 

For real-time videos and FER databases, the issue is how to handle temporal and spatial signals for 

improved emotion recognition. There are some 2D CNN approaches that are incapable of identifying 

temporal information. Researchers developed an integrated method that learns spatial and temporal 

features, i.e. by engaging both convolutional neural networks and long-short term memory cells 

(LSTMs) [30]. Inspired by various approaches [50,51], Further investigated the facial expression 

recognition framework by presenting a new technique for the sequence of images prepared from the 

CK+ [49] dataset. 

 

This paper presents a novel integrated method for improving the performance of the facial expression 

recognition framework against challenges such as illumination, pose variation, etc. A dual VGG16 as 

a base model is designed to extract high-level features. The edge enhancement pre-processing 

technique is employed to handle different image sequences while training. A novel aspect of the paper 

is that instead of fusing a dual VGG16-base model with LSTM, the output of the dual VGG16 is fused 

to produce spatial feature maps. This feature maps then combined with LSTM to create a learnable 
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model for dynamic temporal features using integrating memory units. Predicting expressions is done 

using the softmax layer.  

 

 

The significant contributions in this paper can be summarized:  

 

1. First, instead of raw input, each image frame is treated with a pre-processing technique to 

correct illuminance and to preserve edge topographies. Proposed framework learns the subtle 

features of the expression very effectively with the help of pre-processing technique. 

2. It is proposed to extract high-level topographies with dual VGG16, and then fuse the feature 

maps and integrate them with LSTM so they can be used to recognize facial expressions. 

3. This proposed method is evaluated on the most common dataset (CK+) to display that this 

proposed model performs well to the state-of-the-art. 

 

The paper is organized as follows. Section 2 explains the literature related to a few of the existing 

models. Section 3 explains the proposed methodology. Section 4 defines the experimental details with 

results. Finally, the conclusion is added in section 5. 

 

Related Work 

 

With access to large datasets and high-performance computing systems, CNN has seen spectacular 

success in related fields such as object recognition, image classification, semantic segmentation, and 

other computer vision requirements. In the last few years, research has proposed a number of deep 

learning models based on CNN and the fusion of different deep learning models to handle the issue of 

FER in different areas. The main differences between each model are the representation of CNN's 

architecture and how the spatial-temporal approaches for managing image sequences. 

 

In 1988, Fukushima [31] defined the CNN structure, but the project failed due to hardware 

limitations. After sometime, in 1989 LeCun et al. [32] used supervised back-propagation networks 

and presented an excellent result for digit recognition. In face analysis, A method is proposed by Fasel 

[33] that uses CNNs to handle pose variations in face analysis. Matsugu et al. [34] also proposed FER 

based on subject independence. Computer vision and image classification were revolutionized by 

CNN recently. AlexNet is a deep CNN architecture designed by Krizhevsky et al. [35] in 2012. In 

comparison to LeNet, AlexNet swept the ILSVRC-2012 image classification competition, where more 

than millions of images were classified across 1000 different classes. It consists of many 

convolutional layers, a                    max-pooling layer, and a fully connected layer with a ReLu layer 

which is an activation function tailed by a softmax layer. Similarly, other most popular CNN 

architectures such as VGGNet [36], Google Net [37], ResNet [38], and so on were also giving 

impressive results on well known benchmark databases over the existing state-of-the-art approaches.  

 

CNN-based deep learning methods have been reported in several works as the most effective for FER 

and have achieved state-of-the-art results in expression categorization tasks. Liu et al. [39] used CNN 

and restricted Boltzmann machines combined deep learning models added with FACS and utilized the 

previous knowledge to identify facial expression. Liu et al. [40] proposed a maximum boosted deep 

belief network which is a unified structure for identifying facial expressions followed by previous 

work. This method does feature learning, feature selection, and classifier construction as a loopy 

procedure. The network robustness is improved by the model proposed by Lopes et al. [41] by fusing 

the CNN model with some pre-processing techniques. This is the reason for measuring pre-processing 
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steps as a data augmentation for training of the deep neural network. Burkert et al. [42] proposed 

DeXpression which is a novel CNN technique. This technique creates a unique structure which 

contains many convolutional and max-pooling layers to learn features automatically at various scales 

called named FeatEx. Mollahosseini et al. [43] proposed GoogLeNet inception layers and they 

utilized all subjects from various databases for the training, which results overfitting due to lack of 

data. A novel architecture was proposed by Fathalla et al. [44] that aimed to achieve higher 

classification accuracy by fine-tuning the parameters. The                identity-enhanced network 

(IDEnNet) presented by Li et al. [45] mitigates negative identity impacts while learning the 

informative topographies. Because there is a lack of data for training, the authors used data 

augmentation and combining CNNs with other deep learning networks to achieve an improved 

performance. Two small deep networks DTGN and DTAN are proposed by Jung et al. [46], which are 

trained with image sequences and facial landmarks distinctly. They combined the networks using 

joint-fine tuning techniques in order to achieve a better result.  

 

A number of the above tasks were performed under supervision. CNN learns spatial topographies and 

temporal information is ignored, which creates is not suitable for real-time video sequences. For such 

reasons, several automated deep learning networks can be developed which are proficient to learn 

both the spatial and temporal features simultaneously. Fan et al. [47] used CNN–RNN hybrid model 

for emotion recognition and the hybrid model feature map was combined with 3D-CNN to attain 

greater performance with the input of audio plus video. Donahue et al. [22] introduced a combined 

CNN and LSTM based model called long-term recurrent convolutional network (LRCN) to learn 

spatial and temporal features jointly for different object recognition tasks. Jaiswal and Valstar [48] 

presented a combination of CNN and BiLSTM deep models to obtain temporal information and this 

approach attained a greater recognition accuracy than the winner of FERA 2015. Saranya et al. [50] 

used maximum boosted CNN to learn the spatial features and it is integrated with LSTM to overcome 

long and short-term dependencies which resulted in an accuracy of 99.01% for CK+ dataset. They are 

using image pre-processing techniques weighted histogram equalization and edge enhancement for 

better output. Haiqiang et al. [51] used the concept of transfer learning to develop the model. 

Inception-v3 pre-trained model is used to extract features that provide an accuracy of 98.2% for CK+ 

dataset. 

 

Methodology 
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Figure 1. Architecture of the Proposed Model 

 

In this section, the proposed method is conceptually explained with its components. This method 

consists of three stages: First, the preprocessing method is applied to enhance the edges of each 

image, which is shown in Fig. 2. Second, a dual VGG16 layer is proposed to create the feature maps. 

So fully connected layers of VGG16 are not used in this model. Edge enhanced input is fed to the dual 

VGG16. Finally, the features from dual VGG16 are fused and integrated with LSTM. The feature 

maps from dual VGG16 and the LSTM are connected to a softmax layer to predict the expression. 

Fig. 1 illustrates the proposed model of facial expression recognition. 

 

Image Pre-processing 

 

 
Figure 2. Edge Enhancement 

 

Fig 1 Architecture of the proposed model 
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For formulating input data, the first face region is detected using OpenCV. Then, crop and resize the 

detected face into 128 × 128-pixel sizes. The probability density function of the resized image is 

calculated as 

     (1) 

where Gk is the greyscale image, Nk is the number of times the occurrence of Gk, and N is the total 

number of pixels in the image. Since the convolution operation in CNN recognizes the edges using 

filters, an edge enhancement technique is used to enrich the latent topographies to identify subtle 

expression variations to get accurate results. The distance map [52] and geometric distance map [53] 

techniques are added to improve the edges based on pixel distance. The distance map supports 

labeling each pixel in the image with a distance value, which is nearest to the active neighborhood 

pixel.  

Using the Euclidean distance metric, the distance between two prominent edge points is calculated. 

Equation (2) gives the mathematical representation of the Euclidean metric 

 (2) 

where M = mi, N = ni, and p is the number of points in M. The distance map and geometry distance 

map techniques is superimposed to get better edge information as a resultant image that assists in 

detecting expressions well. Fig. 2 illustrates the flow of image pre-processing. 

 

VGG16 

 
Figure 3. VGG16 Architecture 

 

VGG16 [54] is the pre-trained model used for feature extraction. VGG16 is a convolutional neural 

network model developed by K. Simonyan and A. Zisserman from the Oxford University in their 

paper “Very Deep Convolutional Networks for Large-Scale Image Recognition”. The model achieves 

92.7% top-5 test accuracy in ImageNet, which is a dataset with 14 million images belonging to 1000 

classes. It was one of the well-known models submitted to ILSVRC-2014. It enhances AlexNet by 
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replacing large kernel-sized filters               (11 and 5 in the first and second convolutional layer, 

respectively) with multiple 3×3               kernel-sized filters one after another.  

 

A pre-trained model is a saved network that was formerly trained on a large dataset, typically on a 

large-scale image classification task. The pre-trained model is used as is or use transfer learning to 

modify this model to a given task. Instead of developing a model from scratch to solve a similar 

problem, the model trained on other problems is used as a starting point. The insight behind transfer 

learning [55] for image classification is that if a model is trained on a large and general enough 

dataset, this model will efficiently serve as a generic model of the visual world. Model can then take 

advantage of these learned feature maps without starting from scratch by training a large model on a 

large dataset. 

 

VGG16 was trained for weeks using the IMAGENET dataset. ImageNet is a dataset of over 15 

million labeled high-resolution images belonging to almost 22,000 categories. The images were 

identified from the web and labeled by human labelers using Amazon’s Mechanical Turk crowd-

sourcing tool. Starting in 2010, as part of the Pascal Visual Object Challenge, a yearly competition 

called the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) has been held. ILSVRC 

uses a subset of ImageNet with almost 1000 images in each of 1000 categories. At all, there are 

roughly 1.2 million training images, 50,000 validation images, and 150,000 testing images. ImageNet 

consists of variable-resolution images. Therefore, the images have been down-sampled to a 256×256 

resolution. Given a rectangular image, the image is rescaled and cropped out of the central 256×256 

patch from the final image. 

 

The input to conv1 layer is a fixed size 224 x 224 RGB image. The image is moved through a stack of 

convolutional (Conv) layers, where the filters were used with a tiny receptive field: 3×3 (which is the 

smallest size to capture the concept of left/right, up/down, center). In one of the configurations, it also 

utilizes 1×1 convolution filters, which can be viewed as a linear transformation of the input channels 

(followed by non-linearity). The convolution stride is fixed as 1 pixel; the spatial padding of Conv 

layer input is such that the spatial resolution is conserved after convolution, i.e. the padding is 1-pixel 

for 3×3 Conv layers. Spatial pooling is carried out by five max-pooling layers, which are followed by 

some of the Conv layers  (not all the Conv layers are followed by max-pooling). Max-pooling is 

performed in a 2×2 pixel window, with stride 2. 

 

Three Fully-Connected (FC) layers tail a stack of convolutional layers (which have a different depth 

in different architectures): the first two have 4096 channels each, the third one performs 1000-way 

ILSVRC classification and thus contains 1000 channels (one for each class). The final layer is the 

softmax layer. The configuration of the fully connected layers is identical in all networks. 

 

LSTM Cell 
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Figure 4. LSTM basic Architecture 

 

LSTM is a form of recurrent neural network (RNN) [22] introduced to overcome long-term 

dependencies. Traditional (RNN) architectures have shown promising outcomes in short-term image 

sequences, but show poor performance in long-term sequences due to the vanishing/exploding 

gradient problems. However, LSTM solves such issues by providing memory for remembering and 

forgetting the previous information for a long period. In this work, the advantages of the LSTM cell 

[56] are adopted. 

 

LSTM structure has three gates: forget gate, input gate, output gate, and includes memory cell state. 

Implementation of these gates supports retaining and update the valuable information for every time 

step t to the successive network layers, respectively. The basic structure of the LSTM unit is added in 

Fig. 3. It illustrates the working of three gates and the memory cell state. The forget gate ( ft), which 

chooses either to forget or remember the past information based on the dependencies of the network. 

The input gate (it) decides to save and update new information on the present state. The output gate 

(ot) produces the output. Finally, the memory cell state Ct is used to remember long-term historical 

and future information. LSTM unit contains xt and ht, which indicate the input and output 

information, respectively. The sigmoid function and the dot product operation govern the information 

transformation in the LSTM unit. The sigmoid function ranges to 0 and 1. Suppose the dot product of 

sigmoid operation results in value 1 then all the information is transmitted and if results 0 then 

information is not transmitted. The equations to calculate the units of LSTM are given as follows: 

 

 (3) 

 (4) 

 (5) 

 (6) 
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 (7) 

 (8) 

 

Where σ is the sigmoid activation function, W is the weight matrix, and b is a bias vector. Equation 

(3) scales the forget gate memory cell value at a time t − 1 and based on the sigmoid range, decides 

whether the information is retained or thrown. The input gate in (4) is similar to forget gate, and (5) 

scales the value of the memory cell state at a time t. Equation (6) adds the past and present memories. 

Finally, (7) shows the output gate, and (8) gives the output of the cell state. 

 

Dual VGG16 and LSTM Integrated Model 

 

The spatial features from dual VGG16 structures are fused and combined with LSTM for learning the 

deterministic feature information of each image sequence for the FER task. As shown in Fig. 1, the 

proposed model is a composition of two deep learning structures. The proposed VGG16 pre-trained 

model without fully connected layers can extract features, and on the other hand, LSTM models the 

contextual information of arbitrary sequences at each time step. Besides, the edge enhancement pre-

processing technique forms two input layers and fed into both VGG16 pre-trained models. VGG16 

pre-trained model learns the spatial features and LSTM learns the temporal features of the image. As a 

combination of both, model is able a provide a very high accuracy compared to existing 

implementations.  

The CNN structures of VGG16 are integrated, and it is given as 

 (9) 

Where F(x) is the output of the fusion layer, ⊕ is the operation of matrix addition, f(Im) is the mth 

equalized image features, and f(In) is the nth edge enhanced topographies obtained from the original 

image sequence after pre-processing. More specifically, the knowledge of each expression feature is 

handed over from VGG16 to the LSTM model. LSTM learns the long-term feature information linked 

to previous and subsequent states and processing it for a long period. Now the LSTM feature learning 

layer creates a new representative feature vector. Finally, the softmax layer classifies and predicts the 

likelihood of each expression labels based on the input and learned feature maps. In multi-class facial 

expression classification, the softmax can classify a non-linear function easily. However, it increases 

the generalization of this model. The softmax layer is given as follows: 

  (10) 

 

Results and Discussion 

 

Dataset 

 

To demonstrate the effectiveness of this proposed architecture, the experiment is done on the extended 

Cohn–Kanade database downloaded from Kaggle [57] website. The CK+ database is one of the 

popular benchmark databases for facial expression recognition. It contains 1562 image sequences are 

annotated with six basic expression labels (anger, disgust, fear, happy, sad, and surprise) except 

contempt. These face images are 128*128 in size. 
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Implementation Details 

 

The proposed model is implemented using KERAS deep learning [58] library, along with OpenCV 

[59] and Pillow [60] libraries for face detection and edge enhancement                          pre-processing 

techniques. With the help of the pre-processed image, the facial expression recognition time is 

reduced and shows better performance in recognizing transformed and occluded images. The model is 

trained with 160 epochs which provided a testing accuracy of 99.45%. High-performance F-Series v2 

(Up to 2X performance boost for vector processing workloads) virtual machine in Azure cloud portal 

[61] is used for training the model. This virtual machine is configured with 4 virtual CPUs and 8GB 

RAM. It took 24 hours for the training with a sequence of 16 images. 

 

Experimental Results 

 

The model is trained with 1562 images and 20% of the dataset is used for testing. 1250 images are 

utilized for training and 312 images are used for testing. It is observed that the model is attaining 

>90% accuracy within 10 epochs in training and testing. Model attained an accuracy of 99.45% in 160 

epochs which are ahead of the accuracy achieved in the  MBCNN-LSTM Model [50] and Inception 

V3 Model [51]. As per Table. 1, it is clear that the proposed model is providing improved accuracy 

compared to the existing implementations. Hence the proposed model with pre-processing forms the 

whole framework to yield better performance compared to the other base models. 

 

Table 1  

Accuracy Comparison Table 

 VGG16-LSTM Model MBCNN-LSTM Model Inception V3 Model 

Accuracy 99.45% 99.01% 98.2% 

 

Accuracy 

 

Classification Accuracy [62] is what generally mean when the term accuracy is used. It is the ratio of 

sum of correct predictions to the total sum of input samples. Accuracy can be calculated as, 

 (11) 

Accuracy graph for the proposed model is added below. 
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Figure 5. Accuracy Graph 

 

AUC Curve 

 

Area Under Curve (AUC) [62] is one of the most widely used metrics for evaluation. It is used for 

binary classification problems. AUC of a classifier is equal to the probability that the classifier will 

rank an arbitrarily chosen positive example higher than a randomly chosen negative example. Before 

defining AUC, let’s understand two basic terms: 

 

1. True Positive Rate (Sensitivity): True Positive Rate corresponds to the proportion of positive 

data points that are properly considered as positive, to all positive data points. 

 

  (12) 

 

2. False Positive Rate: False Positive Rate corresponds to the proportion of negative data points 

that are incorrectly considered as positive, to all negative data points. 

   (13) 

 

 

AUC curve for the proposed model is added below. 
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Figure 6. AUC Curve 

 

F1 Score 

F1 Score [62] is the Harmonic Mean between precision and recall. F1 Score ranges in [0, 1]. The 

better the F1 Score, the better is the performance of the model. Mathematically, it can be stated as:  

    (14) 

F1 Score is the most recommended method for evaluating the multilabel classification algorithm. This 

model provides an F1 score of 98.49% in 160 epochs. 

1. Precision: It is the sum of correct positive results divided by the sum of positive                  re-

sults predicted by the classifier. 

   (15) 

2. Recall: It is the sum of correct positive results divided by the sum of all relevant  samples (all 

samples that should have been identified as positive). False positives in the precision equation 

will be replaced by False negatives for Recall. 

 

 

Precision and recall graphs for the proposed model are added below. 
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Figure 7. Precision Graph 

 

 
Figure 8. Recall Graph 
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Figure 9. F1 Score Graph 

 

Conclusion  

 

In this paper, a novel technique is proposed to analyze facial expression recognition. This method 

slightly differs from the literature work, which performs FER task through high-level feature learning 

by fusing the dual VGG16 pretrained model. Before feature learning, preprocessing techniques are 

applied to increase the feature extraction ability through edge enhancement and to handle various 

illumination around the distinct environment. More specifically, the convolutional layers of VGG16 

are used to learn the spatial features and it is integrated with LSTM to overcome long and short-term 

dependencies. The proposed method is trained by using the concept of transfer learning and moreover, 

the data augmentation technique and batch normalization increase the efficiency of this model during 

training. These experimental results show that the combination of VGG16 and LSTM produces a 

highly separable feature map that helps in achieving superior performance in FER. Future scope is the 

enhancement of current model by replacing VGG16 with GoogLeNet or ResNet. 
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