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ABSTRACT 

Many researchers are now paying a lot of attention towards the predictability of the online text 

using text mining techniques and combining it with classical data mining of stock market numeric 

data to increase the accuracy in the prediction systems. Therefore, the current review have 

analyzed literature on text mining. The review has analyzed the literature, taking in consideration 

the generic model of text mining so as to evaluate the gaps and to suggest possible research 

recommendations on the same. The review systematizes a extensive description of literature that 

facilitates the compilation of research activities for various steps in the suggested generic model 

of market prediction based on text mining; provides an insight about various lacunas and problems 

in this aspect so as to build a pipeline for future researchers and lastly gives interdisciplinary and 

directional suggestions for amelioration of research in this field. The review is thus believed to be 

holistic as it provides a unique, comprehensive, versatile and multifaceted point of view about on 

text mining mediated stock market prediction. 

Keywords: Text mining, Stock Market, Data miming, Prediction. 

INTRODUCTION 

Market economies are very prominent in the modern societies today. Supply and demand 

equilibrium of the stock markets depicts the economic strength of the nation. Therefore, learning, 

mapping and predicting future movement of the stock markets is a crucial need.The ability to 

manage wealth through predicting unfavorable conditions like financial losses or to gain profits 

by predicting most favorable period to invest, has always been considered as a valuable point of 

interest. Despite of all these advantages, the nature of markets is so complex and extremely 

dynamic which makes it difficult to be predicted. Based on their input data, there are generally two 

types of predictive measures: technical or fundamental analyses. The former uses historic market 

data and the later uses other data like news about the company or society, country. Due to the ease 

of availability of the quantitative historic market data and unstructured nature of fundamental data, 

the prevalence of the technical analysis approaches is seen in the literature as well as a high interest 

of technical approach is seen in the real world scenario. Also, the source of fundamental data is 
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not definitive or well researched but few reports in past have shown the predictive ability of 

fundamental data [11, 20, 4, 37, 21]. It has been witnessed that unstructured text available in the 

form of social news, media postings, blogs etc. for analyzing market movement is a challenging 

research aspect but literature has shown many hybrid models that included both the technical and 

fundamental data which when combined depicts higher prediction accuracy [14, 16, 46, 5].  

The current paper therefore gives a systematic review on significant research in the past with 

respect to stock market prediction using text-mining. The main contributions of this work are 

summarized below: 

1. Summering the fundamentals of stock market prediction using a combination of text and data 

mining in order to improve the prediction accuracy by framing a generic model. 

2. A graphical representation of various sources of data used by various authors in past to predict 

stock market. 

3. The gap in the literature is carefully identified and future research recommendation in this field 

has been made using both narrative and biblio metric style of review. 

 4. The unique inter-displinary aspect of machine learning, linguistics and behavioral economics 

in accurate prediction of market movement has been reviewed to bring a foundational concept 

from a robust comprehension of the previous literature.  

Generic model of stock prediction using machine learning 

There have been quite a prevalent number of studies in the bulk of existing literature for stock 

prediction using machine learning but despite the presence of multiple systems there is no such 

bibliometric review analysis for the methods designed or used in previous literature. Some authors 

have tried to make similar efforts in this context like a paper titled “Text mining approaches for 

stock market prediction” by Nikfarjam et al. [27] or the literature review by Hagenau et al. [15] 

that presents a collective view of various techniques. Therefore, this section is dedicated to fill in 

these gaps by making robust literature review onvarious systems developed in the past in the form 

of a generic model that is depicted in Fig1.  
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Fig 1: Generic model of stock prediction using machine learning[21] 

The figure shows that input is fed into system in the form of various types of data (textual/numeric) 

as per the need of the model which is then preprocessed to remove noise and to improve the output 

i.e. the market predictive values on the other end.  

Input dataset 

All the systems reviewed during the review analysis depicted two different sources of data viz. 

textual data from online resources and the numeric market data thus representing the use of both 

the sources for better accuracy of the predictive model. 

Textual data sources 

Table 1: Comprehensive review on textual market data inputs employed in stock market prediction 

literature 

Sources of textual data used 

General news items from text sources like the Wall Street Journal, Dow Jones, Financial 

Times,Reuters, Bloomberg[45] 

financial news from sources like OlsenData using HFHF93 data set[28] 

600,000 company news from  Reuters Market[29] 

6602 financial news from various online sources[26] 
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It has been seen that online textual data have a great influence in the movement of stock markets. 

This has drawn the attention of many researchers to use textual input from various online sources 

with varying content types which is described chronologically in this section of the literature 

review.  

The above tabulated depiction of the earlier literature depicts that various news websites like The 

Reuters, Wall Street Journal, Dow Jones, Financial Times, Forbes, Bloomberg, Yahoo! Finance, 

were frequently used astext sources. Most of these studies either used general news or financial 

news as the text type for prediction purpose. However it has also been observed that using financial 

news is preferred as compared to general news because of lesser noise and lower effort for 

preprocessing. Further it has been also observed that headlines preferred moreas it is straighterand 

to the point, thus lacks noise. 

Numeric market data 

Yahoo! Finance has also been used as source of textual input. The author s used 1.5 million 

message postings as data sets [43] 

148 direct company news and68 indirect news sets from market-sector retrieved from 

Australian Financial Review[49] 

3493  Financial news from  Financial Times [36] 

145,110 messages from varying message boards as source of textual input[8] 

financial news items from  Forbes.com, reuters[30] 

700 news articles from varying sources from financial news segments of various online 

sources[25] 

textual data from sources like Dow Jones News, Factiva news database and wall street journal 

[38] 

2800 financial news sets from Yahoo Finance[33] 

Annual reports from websites of various companies[3] 

12,830 headlines from financial news segment of the leading e-newspaper in Taiwan [17] 

Corporate filings from  management’s discussion and analysissection of 10-K and 10-Q filings 

from SEC Edgar [22] 

Adhoc announcements was used as textual data set for corporate disclosure [13] 

9,853,498 tweets from twitter.com [2] 

Broker newsletters from  Brokers[24] 

5,001,460  tweets from twitter.com [42] 

Financial news from  Yahoo! Finance[34] 

361,782 general news items from  Bloomberg[19] 

52,746 messages from the various sources on internet like Blogs, news and micro blogs, tweets 

etc.[48] 

advocated the use of corporateannouncementsand financial news[15] 

Macroeconomic news from Bloomberg [4] 

420 ticker words from  micro blogs[37] 

1884 stock related news articles from various online financial websites[7] 

financial news items from both Reuters and Bloomberg[6] 
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Numeric market data in form of price-points or indices are other source of input data that has been 

prevalently seen in the during the literature review.This helps in achievingaccurate prediction by 

training the machine learning algorithms. Table 2 gives a chronological insight of the use of 

numeric market data using different market indices for improved prediction of stock market 

movement. 

 

Table 2: Comprehensive review on numeric market data inputs and various market index employed 

in stock market prediction literature 

Numeric data inputs used 

33 stock datasets from the “Hang Seng” were recorded for a period of 1 October 2002–30 

April2003 on daily basis.[29] 

Stock prices for a period of 1 January–31 December2002 on daily basis[26] 

Dow Jones Industrial Average on intraday basis for the entire year of 2000[43] 

Numerical data aset from Australian StockExchange (BHP Billiton Ltd.) on daily basis from 1 

March 2005–31 May 2006[49] 

Stocks from 11 oil and gas companies for a period from 1 January 1995 to 15 May2006 on daily 

basis[36] 

Stocks from “24 tech-sectors in the Morgan Stanley”on daily basis for the months of July and 

August 2001 on daily basis [8] 

Daily stock f from US NASDAQ for a period of 7 February to 7 May 2006[30] 

Stocks from Indian sensex for a period of 5 August 2007 –8 April 2008 on daily basis[25] 

“S&P and  futurecash flows”for 500 firms on daily basis [38] 

“S&P of 500 stocks” from 26 October 2004 to 28 November2005 on Intraday basis [33] 

“Yearly records of 1-Year market drift” for the period of 2003–2008.[3] 

Daily financial price records from Taiwan Stock Exchange from June–November 2005[17] 

 

Quarterly earnings and cash flows as well as records of stock returns on annual basis for a period 

of 1994–2007[22] 

Abnormal risk exposure on intraday basis for a period from 1 August 2003 to 31 July 2005[13] 
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Daily exchange rate for a period from 28 February to 19 December 

2008 on daily basis[2] 

30 different  performance indices on Intraday basis [24] 

 

“Daily Stock prices at NASDAQ” in two phases i.e. 1 April 2011 to 31 May 2011& 8 September 

to 26September 2012[42] 

“Intraday S&P 500 records” for a period from 26 October to 28 November2005[34] 

“FOREX exchange rate” from 1 January to 31 December, 2012 on daily basis[19] 

Two indices for  824 firms viz. “abnormal returns” and “cumulative abnormal 

Returns”[48] 

Daily stocks for specific company for a period of 1997–2011 on the daily basis.[15] 

Korea Stock Price Index recorded on daily basis for a period of January 2000 to December 

2016[5] 

S&P-500 recorded on daily  basis for the period of 3 January 2007 to 30 December 2016[35] 

 

The data in graphical representation of the literature review depicts some crucial findings in this 

context. stock market indices are the most commonly used textual data type for stock market 

prediction. However some authors have also resorted to stock price of a specific company for the 

same. 

Pre-processing 

The preparation of the collected data has to be made ready for feeding into the machine learning 

algorithm. Especially with textual data it becomes a critical task because it has to be compulsorily 

transformed from unstructured to a structured format that is processable by the machine, thus this 

phase has a key role to play in the any machine learning construct when accurate outcomes are 

concerned (41). The literature review indicates that there are three sub-processes involved in this 

phase which includes: feature-selection, dimensionality-reduction, and feature-representation. 

(Table 3) 

Table 3: Comprehensive review on various pre-processing sub processes used in stock market 

prediction literature used in the previous section of the study 

Pre-processing method used 

Feature-selection: “Bag-of-words model” 

Dimensionality-reduction:Pre-defined dictionaries 

Feature representation:Binary  [45] 

Feature-selection: “Bag-of-words model” 

Dimensionality-reduction: keyword records 
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Feature representation: Boolean   [28] 

Feature-selection: “Bag-of-words model” 

Dimensionality-reduction: punctuation removal, lowercase conversion, identification and 

removal of stop-words 

Feature representation: TF-IDF  [29] 

Feature-selection: “Bag-of-words model”, 

Dimensionality-reduction: 1000 terms specific selection 

Feature representation: TF-IDF   [26] 

Feature-selection: “Bag-of-words model”, 

Dimensionality-reduction: top 1000 words selection 

Feature representation:Binary  [43] 

Feature-selection: “Bag-of-words model”, 

Dimensionality-reduction: removing stop words 

Feature representation: TF-IDF and Binary[49] 

Feature-selection:Visualisation, 

Dimensionality-reduction: term extraction using  Thesaurus 

Feature representation:Visual coordinates[36] 

Feature-selection: “Bag-of-words model” 

Dimensionality-reduction: Pre-defined dictionaries 

Feature representation: Discrete values foreach classifier Binary[8] 

Feature-selection: “Bag-of-words model” (financial values), 

Dimensionality-reduction: automatic extraction of influential keywords 

Feature representation:Boolean[30] 

Feature-selection:Latent Dirichlet Allocation 

Dimensionality-reduction: 25 most influential topic extraction 

Feature representation:Binary[25] 

Feature-selection: “Bag-of-words model” 

Dimensionality-reduction: Pre-defined dictionary 

Feature representation: frequency / totalnumber of words[38] 

Feature-selection: “Bag-of-words model” 

Dimensionality-reduction: Minimum occurrence per document 

Feature representation:Binary [33] 

Feature-selection:Character n-Grams and previous year performance 

Dimensionality-reduction: Minimum occurrence per document 

Feature representation: the frequency of the n-gram in 

one profile[3] 

Feature-selection: Ordered pairs 

Dimensionality-reduction: Replacement of synonyms 

Feature representation:Weighted based on the rise/ 

fall ratio of index[17] 

Feature-selection: “Bag-of-words model”, 

Dimensionality-reduction:Pre-defined dictionaries 

Feature representation:Binary[22] 

Feature-selection: “Bag-of-words model”, 

Dimensionality-reduction: Feature Scoring via Chi-Squared metrics 

Feature representation: TF-IDF[13] 
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Feature-selection:OpinionFinder 

Dimensionality-reduction:OpinionFinder 

Feature representation:OpinionFinder[2] 

Feature-selection: “Bag-of-words model”, 

Dimensionality-reduction:Stremming 

Feature representation:Sentiment Value[24] 

Feature-selection: 

• “Daily aggregate number of positives or negatives on Twitter Sentiment Tool (TST) and an 

emoticon lexicon. 

• Daily mean of Pointwise Mutual Information (PMI) for pre-definedbullish-bearish anchor 

words” 

Dimensionality-reduction:Pre-defined company specific keywords 

Feature representation: “Real number for DailyNeg_Pos&Bullish_Bearish”[42,17] 

Feature-selection:OpinionFinder 

Dimensionality-reduction:Minimum occurrence per document 

Feature representation: Binary[34] 

Feature-selection: “Latent Dirichlet Allocation” 

Dimensionality-reduction: Extraction of topic, manual identification of top topics with special 

emphasis to currency fluctuations in news articles 

Feature representation: topic distribution of each article[19] 

Feature-selection: “Bag-of-words model”, 

Dimensionality-reduction: nil 

Feature representation:Binary[48] 

Feature-selection: “Bag-of-words model”, 

Dimensionality-reduction: news frequency 

Feature representation: TF-IDF[15] 

Feature-selection:“Structured Data” 

Dimensionality-reduction:Structured data 

Feature representation:Structured Data [4] 

 

Machine learning 

This section of the literature review focuses on summering machine learning algorithms that has 

been used by previous authors. The bibliometric analysis points to the fact that machine learning 

algorithms used in the study are classification algorithms are the most popular ones followed by 

regression analysis. It has also been noted from the previous literature that comparisons between 

various algorithms are not an easy task to do as it is full of drawbacks (32). The 6 basic algorithms 

that could be traced for its prevalence in the literature are mentioned here: 

Table 4: Machine leaning algorithms traced from the literature review 

Algorithms Description 
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Support Vector Machine It is used for supervised learning and is a non-

probabilistic binary linear classifier. It finds an 

appropriate hyperplane that separates two classes with a 

maximum margin. Thus, training in this algorithm is 

made in the form of quadratic programming optimization 

problem. [29, 43, 26, 36, 33, 7] 

 

Naïve Bayes It is the oldest classification algorithm which is based on 

the Bayes Theorem and is termed “naïve” as it is based 

on the naïve assumption of complete independence 

between text features.  [45, 43, 22, 48] 

Decision Rules or Trees: 

 

There has been many efforts in past to create rule-based 

classification systems[28, 17, 18, 42] 

Regression Algorithms There are various approach of using regression algorithm 

in this context like Support Vector Regression (SVR) that 

is based on variation of SVM. Other than this another 

approach of using linear regression models is direct use.[ 

9, 38, 34, 15, 19, 4] 

Combinatory Algorithms Numerous machine learning algorithms that are stacked 

or grouped together composes combinatory algorithms 

which has seen a major relevance in this theme.[ 8, 25, 3, 

2] 

Multi-algorithm experiments When same experiments are conducted by using a 

number of different algorithms it raises the accuracy 

levels and thus multi-algorithm experiment is gaining 

popularity in this context.[ 43, 13, 21] 

 

Inferences and Gaps from the reviewed literature 

The review of the above literature gives a generalized inference that research in thisparticular 

predictive application of text mining is highly scattered and lacks specificity. Many models have 

been proposed by the researchers but they are specific for specific stock market data (Table 1 & 

2). Therefore, a generalized model or approach needs to be developed. Even though many hybrid 

models have been proposed in the literature that uses a combination of various data mining 

algorithms and methods to effectively solve the problem of stock market forecasting with high 

accuracy  but they are not universal rather very specific and have been compared only with few 

existing forecasting tools [14, 5]. Furthermore, after reviewing various authors for different models 
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it is clear that the in maximum cases accuracy ranged from 50 to 70%, thus 50% accuracy has been 

seen to be a threshold above which results are considered to be acceptably good and report worthy 

by various authors[49, 3, 22, 12]. Therefore, a continuous dilemma between these models arise 

when it comes to using it for actual predictions in real world applications as data sets in stock 

market are very noisy and massive and thus seeks accuracy and precision of prediction.  

Apart from the accuracy and specificity, technical indicators or market indices that play a major 

role in stock market forecasting using data mining also has no specificity in the literature many 

technical indicators are being used variably by different authors (as mentioned in Table 2) and 

hence identification of suitable and most influential set of technical indicators needs effort. Such 

non specificity was also observed in case of performance metrics used by the authors in evaluation 

of performance and robustness of the models. The literature indicates that there is no specificity in 

the evaluation matrices as they were selected as per the problem being addressed by the data 

mining model. Thus, there are no generalized performance matrices or combination of matrices 

identified that could be definitely used in the data mining process with respect to stock market 

prediction. Along with this, almost every author has mentioned the importance of pre-processing 

of data (Table 3) either textual or numeric as data from stock market or related textual data are 

incomplete, noisy, and massive containing outliers which are to be reduced or removed for better 

accuracy. Many authors have made efforts to transform data in one scale to another as a 

preprocessing method but they do not meet the efficiency level required in real-world scenario. 

Thus, more specific research for selection of accurate pre-processing and feature selection 

techniques will help in enhancing the proposed prediction models.  

Furthermore, many earlier authors have mentioned the importance of examining imbalance of the 

experimental data while dealing with textual data [10, 39]as it is one of the most important aspect 

in selection of any model for prediction using data sets from real time. But a peculiar trend has 

been noticed that very few authors [28, 26, 36]have reported about the status of imbalance of 

experimental data. Furthermore, it is worth noting that imbalanced dataset with imbalanced classes 

has to be paid extra attention in terms of devising a suitable feature selection with high 

dimensionality. Yin et al. [47]have suggested feature-selection as a good way to deal with such 

data imbalances. In the same notion, Liu et al. [23]used “probability based term weighting scheme” 

for the same purpose. 

Thus, it is vivid from the drawn inferences that earlier literature has a scattered view of various 

evaluation mechanisms and input data types accompanied by few pre-processing models which 

causes difficulty in reaching to a concrete level of effectiveness while using text mining along with 

stock market data for market prediction in real time.  

 

Future Recommendations 

Stock market prediction using text mining along with stock market data is a new and unique field 

of research to be investigated rigorously making use of the advancements in computational science 

and digital networking excellence that has tremendously influenced the stock market in last few 

years and this trend will continue to grow. But text mining for stock market prediction must not 

be considered as a computer assisted predictive science rather it has wider background that has to 

be essentially targeted for development of accurate predictive tools. But unfortunately only few 
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researchers have targeted the interdisciplinary prospective which is clear from above literature that 

it is more focused towards computational modeling and artificial intelligence using textual 

information. Therefore, to address these issues many authors in past have recommended the 

background analysis of at least three diverse genera of study namely machine-learning that enables 

computational modeling and pattern recognition; linguistics which enhances the understanding of 

the nature of language as well as behavioral-economics that helps in enhancement of the required 

economic knowledge[31, 40, 44, 1].Such interdisciplinary research is recommended because it 

helps in understanding the role of human reactions and behavior to various national and global 

events which ultimately alter market trends. Thus, such interdisciplinary research leads to a better 

understanding of market performance and will increases its predictability.  

Conclusion 

As it is being observed in past that the impact of global financial crisis has been detrimental to the 

livelihood of almost every person in the world but such impacts could be lowered by having 

sophisticated, in-depth and extremely pinpoint view of the financial markets. Thus, research in the 

field of market-prediction using various data that directly is linked with the turmoil caused in the 

stock market is gaining attention. In the same notion, text-mining using inputs from internet 

sources is emerging as a highly accurate and comprehensive tool to predict market-movements as 

it is based on human behavior and its changing psychology at a macro level as a reaction to various 

contemporary and current events happening in the word.  
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