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Abstract 

Basically, WSD is a linguistic method for automatically defining the true sense of a word in 

the particular sense of context. WSD analysis is worldwide challenge in AI-computational field 

and NLP. The various operations of WSD system include Information retrieval system (IRS), 

Lexicography, Speech & Text Processing, Machine Translation.  In every language of this 

world a single word may have different meaning in various context of sentence. For the human 

being it is very easy and simple to determining the exact meaning after reading and analyzing 

the complete sentence. Our research work includes, identifying the appropriate sense of lexeme 

for already available context where it has been used and finding exact relationship with the 

lexicons which can be done using NLP techniques This paper attempt to develop and 

implement a unique technique for WSD of different words in Marathi language, which is one 

of the most popular regional Indian languages. In the experiment, we have developed and 

implement our novel knowledge based techniques with wordnet of Marathi language. Our 

proposed approaches uses knowledge based word sense ambiguity algorithm for WSD in 

Marathi language. The proposed  unique approach  is capable of identify and solve the 

ambiguity and provides sense of ambiguity is very less amount of time. Accuracy achieved for 

proposed approach is 87.22%. 

Keywords: Word Sense disambiguation, Natural Language processing, neural network, 

wordnet, Marathi words   
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Introduction 

Recently NLP attracted lots of researchers for offering inter-displinary fields of research that 

includes language based study and processing of that linguistically with computer system that 

generates more new teeth known as computational linguistics [6]. The main motive of NLP is 

to deal with the advance developments of practical life applications and usage of that software 

applications using artificial intelligence system. Basic functionality of these types of systems 

is Morphological analysis, phonological analysis, syntactic analysis, semantic analysis, 

pragmatic analysis[7]. In these types of application system ambiguity plays a very classic and 

important role .As we all know that in this world there are majority of languages available and 

been used by local region people. In every language there are lots of words which contain 

different act of sense in different context or lexemes. Same word may have different meanings 

and sense in two different context[8]. These types of words are known as ambiguous word. A 

single word may have more than one meaning in the sentence where it has been used. Let us 

take an example of word “Pratima” in context it’s like “Pratima is playing with her friends” 

and “Maa durga Pratima is very giant and beautiful” here the word “pratima” in first sentence 

is a name of a girl who is playing with her friends where as in second sentence same word 

“pratima” have meaning “statue” of lord maa durga. The actual meaning of Pratima is “Statue”, 

but is represents different meanings in the context where it has been used[9]. 

A single word may have various different meaning with the sentence it has been used. 

Identifying the appropriate meaning of these types of ambiguous words with the particular 

context is known as WSD. WSD can be defined as ability of a system to determine the exact 

sense of the ambiguous phrase used in a particular sentence context..WSD depends on 

knowledge data stored in database.WDS system has following functionalities: Initially the 

system will take input as collection of sentences (lexemes) or words. Then different NLP 

methodologies will be applied that will make use of any one of the source of the data resources 

to determine the exact and best – suitable sense of the phrase where the word has been used or 

written. Word that has different meaning with variability in the context where they have been 

used & identifying what meaning of the word is to be intended in that context. This is one of 

the major problem that is faced by every NLP system framework which is also called as a 

“Lexical – Semantic Ambiguity”[10]. This Lexical Semantic Analysis(LSA)is a  mostly used 

methodologies in NLP which can be used and depicted by various types of jobs execution, 

various sources of knowledge databases, AI applications, computational systems, language-

based systems, assumptions. 

In figure 1, the resources used for WSD is depicted 

 
Figure 1: Resources Used for WSD 
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As we all know that analyzing the correct meaning or sense of word in a particular context will 

be very easy for human being as they can use their own common sense, but for machine it is 

very difficult as machines don’t have capacity to think. Instead machine work on only logic 

and methods. It does not have its own calculating and thinking capability. Till now various 

procedures that can be used to handle this WSD issue are supervised, knowledge based and 

unsupervised[11]. These methodologies have been discussed by various researchers in various 

research papers. 

1. Supervised Approach:  In this method, WSD is done with the use of already existing data 

set that has been generated in previous exceptional steps. These learning data sets consist 

of sense related to that word or phrase. 

2. Knowledge–Based Approach: This approach is completely depend on various external 

sources of data (information)  such as online Wikipedia, semantic database, dictionaries, 

some machine readable - documents, etc. to generate or develop sense definitions of the 

phrase in the context where it has been used. 

3. Unsupervised Approach: In this approach word sensing is done in two steps. In the first 

step clusters will be developed for the sentences using some typical clustering algorithim, 

and then these sentencedclusters are grouped with some relevant sense with the help of 

some language developer or expert. 

In Asian world languages like Hindi, Bengali, Tamil, Punjabi, Marathi, Malayalam etc., the 

various linguistics sources are not sufficient. The databases such as online dictionaries, 

thesaurus, online information are not sufficient data bases for sense referencing, as a result 

already existing  approach are not able to generate a good result[12]. In this research paper, a 

Neighboring Word Features which is based on CNN system is proposed for WSD in Marathi 

language.In our experiment, the test data has been generated from Marathi text corpus, 

developed in project of the government of India. Our experimental result produces 87.22% 

accuracy in sensing the word disambiguity. 

Revıew of Lıtreture 

In this section we have presented various reviews of literature of already exiting approaches 

presented by various researchers. [1]Explores the lesk algorithm for resolving WSD issues in 

phrase context. This has been the initial first machine understandable language form dictionary 

based technique. This technique has been completely based on the cross - overlapping of the 

word’s meaning in dictionary definition for particular phrase in a context where it has been 

used or written. Basically this lesk algorithim works on selecting a very short phrase (word) 

from the context which consists of ambiguous phrase. After that the definition of the word from 

the dictionary (GLOSS) for every senses of that ambiguous phrase has been compared with the 

definition of another phrase in that specific context. After that ambiguous phrase is designated 

with that specific sense, whose gloss value is having the peak frequency value with the gloss 

value of another word of the phrase? In [2] author describes the heuristic approach for WSD 

where the heuristic tress has been developed for the collection of ambiguous word (phrase). 

The heuristic properties have been evaluated to determine the sense of the ambiguous word. 

Basically three various heuristic values have been used for estimating WSD system properties 

such as (1) Mostly used sense, (2) One specific sense for collection of word and (3) One sense 

for per phrase. The first heuristic approach works by identifying each and every similar sense 
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that a phrase may have & it is generally correct sense that occurs very often than the others. 

Second method stores the meaning of all words and its occurrence for a prescribed context. 

Third approach selects sense for collection of different phrases in a particular context and 

presumes the phrase which is nearest to that word sense which gives the strong and static signal 

to the sense of an ambiguous phrase. In [3] represent a hybrid approach for WSD which is 

based on structural and semantic interconnection methodology. This technique use more than 

one knowledge sources like word-net, Wikipedia, corpus data or any small corpora database. 

This method allows the phrase to capture necessary data which is available in encoded form in 

all types of word net as well as draw syntactic generations which form basic tagged corpus. 

This technique has got much sustainability in very less execution time for resolving WSD by 

using general purpose methods and classifiers [4]. In [5]machine learning based methodology 

(i.e. Supervised has been discussed by the author. It suggest that extracting the exact  “Sense 

Definitions” or “Different Usage patterns” from corpus database gives more accurate result of 

Word sense disambiguance. Although in majority of supervised techniques which gives 

excellent result are not a general purpose WSD based system but are a particularly word 

specific classifier. In[5] author discussed Unsupervised and semi-supervised machine learning 

algorithm that has capability just like a supervised algorithim. The actual fact is that these two 

type of algorithm are able to work with much less or non-tagged data(Information) which make 

them eligible as a popular algorithm for regional languages like Marathi, Hindi, Bengali. This 

algorithm has only one disadvantage that it is difficult make this model as a general purpose 

wide coverage model. 

Table 1: Comparative analysis 
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Sr.No Technique Name Advantage Disadvantage 

1. Lesk Algorithim- 

Dictionary based 

technique 

1.Capable of selecting very short 

phrase 

1.Not suitable for finding long 

ambiguous word o phrase. 

2.This method cannot be used in 

developing general purpose model 

2. Heuristic 

Approach: 

1. It gives accurate result than 

previous approach. 

2.It works on stepwise manner 

using three different approach. 

3. Easy to understand. 

1. It has needs more execution 

time to sense the correct meaning 

of the ambiguous word. 

2. As uses three procedures it need 

more time to implement. 

3. It cannot be used for developing 

wide coverage classifier model. 

3. Hybrid: It uses 

Structural 

Semantic 

Interconnections 

1. Uses Combination of more 

than one knowledge sources 

hence gives more precise result. 

2. This technique is most 

suitable for developing general 

purpose classifier model. 

 

1. It requires more memory for 

process execution. 

2. As it uses more than one 

knowledge data source it need 

more processing time. 

4. Supervised 

Machine Learning 

Algorithim 

1. It gives the accurate result by 

determining the exact sense of 

word or phrase. 

2. It is an mostly used 

algorithim. 

1. It need more “usage pattern” to 

identify the exact sense hence 

need more storage memory. 

2.It requires more time to give 

result. 

5. Unsupervised or 

Semi-Supervised 

Machine Learning 

Algorithim 

1. It has capability of working 

like a supervised ML Algorithim 

hence it has same result as a 

supervised ML algorithim. 

2. It is mostly used to develop 

wide coverage classifier model. 

1. It requires more storage 

memory. 

2. It requires more execution time. 

Iıı. Database Used Wıth The Proposed Work 

Marathi Wordnet: Marathi wordnet is basically an online available semantic words 

dictionary, which is used for getting or determining semantics information of typical Marathi 

words (Dash2011). This wordnet gives all various information related to Marathi words and 

the relationship status that exist between these words. This Marathi wordnet has been created 

and implemented with the use of some specific language development tools available in IIT, 

Bombay (Indian Institute of Technology, Bombay). Here, in this Marathi wordnet a user may 

find any Marathi word and its original meaning. Also it will provide each and every 

grammatical category of that word like noun, adjective, verb or adverb which has been searched 

by user. One should note that a single word can be appeared in more than one grammatical 

category and every grammatical category may have different or more than one sense of that 

word. Hence, this Marathi wordnet also provides data for this type of words and its related 
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grammatical category. It also provides related sense of every category for the particular word 

which has been searched by an user in Marathi WorldNet With collective information of each 

and every grammatical category and their different sense of Marathi words, it also consists of 

a set of various information for the various Marathi word in the wordnet as given below: 

1. Hierarchical semantics representation (Ontology) 

2. Various examples where a word can be used 

3. Similar words with their meanings (Synonyms) 

4. Relationship of Semantic and lexical analysis 

5. Part of Speech 

6. Meanings of every word 

7. Data-Id 

8. Word Count 

9. POS Tagger 

Till date Marathi wordnet contains 36,890 words that cover every lexical category such as verb, 

noun, adjectives, adverb, etc. 

Preprocesseıng Modules Used 

The proposed system is having various modules which are having their independent working 

algorithms. All these modules are combined together in one main system to implement our 

proposed work. 

Stage 1] - An algorithm has been developed for suffix removal, tokenization and stop word 

Stage 2] - An paring algorithms has been developed for reading data suffix file, index file. 

Stage 3]- An ambiguity detection algorithm. 

Proposed Work 

Design and development of Neighboring Word Features based Convolution Neural Network 

(NWF-CNN) for WSD for Marathi language: 

In this section, complete proposed approach is presented, that combines all the above modules 

to obtain the desired output. The proposed approach basically works on neural network known 

as NWF - CNN. The approach has following exceptional steps as given below and also depicted 

in the form of block diagram as figure 2: 

1. Feature extraction 

2. Feature selection 

3. Define hidden layer 

4. Define Input layer 

5. Define output layer 

6. Apply filters 

7. Average/max pooling 

8. Standard. Deviation 

9. Back Propagation 
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Figure 2: Processing block of Neighboring Word Features based Convolution Neural 

Network (NWF-CNN). 

Working of each block is given below in detail: 

 

Feature Extraction: 

It is a basic building block of any text (data) processing system. Text feature extraction is the 

process of taking out a list of words from the text data and then transforming them into a feature 

set which is usable by a classifier. Feature extraction process will automatically enhance the 

accuracy of the system. This feature extraction block will develop new advanced feature with 

the help of various combinations and transformations functions into the original set of feature 

of an input data (text). Selecting the document information will reflect the data on content word 

and calculation of weight is known as text feature selection. Here a basic set of feature of the  

text is selected by applying different effective techniques for reducing the actual dimensional 

set of  featured space, hence it enhances training and inference speed of the system. The text 

feature extraction includes various sub processing block like text fusion, text filtering process, 

text mapping and clustering techniques. Typical techniques of feature extraction needs general 

handcraft text features. Designing of hand-craft techniques is a very lengthy process. The 

following features are extracted for every word in a sentence. 

• Word 

• Root 

• Suffix 

• Replacer 

• POS 

• Ontology 

 

Feature Selection: 

This processing block plays a very important role in text mining, like pattern classification, 

machine learning and data analysis. A good feature selection technique will comparatively 

reduced the price of feature measurement and enhance the classifier efficiency and accuracy of 

system. Hence the feature selection will provide a good pre-processing tool for resolving the 

text categorization. 

For example: 
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Input given to feature Extraction Block=“श्यामघरीजातहोता” 

The following feature are selected for inputted sentence: 

• FS ={Fwf, Fwp,Fwa,Fwn,Fwl} 

• Fwf:-Feature of first word 

• Fwp:-Feature of previous word 

• Fwa:-Feature of Ambiguous word 

• Fwn:-Feature of next word 

• Fwl:-Feature of last word 

Feature Matrix Generation: 

• Feature matrix generation plays a very important role in text processing of proposed 

technique. Here as shown in figure 3, Layerd processing of the text is done.the first text 

matrix in monocolor form, represent a complete text that is given as input to the block. 

As an example, the sample input text is ““श्यामघरीजातहोता””. 

 
Fig 3: Layered processing of text 

After doing the maxpooling and normalization functions the output generated is given in 

following figure 4. 

For text processing in input layer, following calculative method are done: 

1. Activation function: 

ai=∑ Fwfi*f1j     +     ∑ Fwpi*F2j 

2. filter Matrix of hidden layer 

For N=n gram filter Matrix 

N=2(2*9) 

N=3(3*9) 

Layer is calculated as 

R=En-N+1 

3. Left position= 1-|Awp-w2p| 

length of sentence 

4. Right position= 1-|Awp-w2n| 

length of sentence 

5. Recall 

6. Precision 

7. F1 score ( F-score or F-measure) 
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VI. Experimental Results and Conclusion 

In this research, an approach is proposed for WSD by using wordnet for Marathi. Here small 

Marathi corpus is considered which has 4000 ambiguous sentences. WSD has been evaluated 

using various parameters such as recall, precision, F1-Score, and execution time and hence 

system accuracy has been determined. 

 
Figure 4 : Feature generated matrix 

 
Fig 5:Accuracy with respect to n-gram model. 

 
Graph 1:Recall ,Precision and accuracy 
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