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Abstract 

Lending is important activity for overall economy, in which it helps fund investment for entrepreneurs 

to produce goods and services and also helps speed up consumption for the economy. However, credit 

default, which is the credit to the borrowers who cannot pay back the loan, can create draw back to the 

economy and cause higher cost of borrowing to all borrowers as financial institutions will increase 

interest to cover loss from default customers. Then, managing credit default risk is the key success for 

financial institutions and credit scoring is one of the tools that financial institutions use to manage 

their credit default risk for consumer loans. Machine Learning with supervised learning technique has 

been used to develop credit scoring model to classify good customers from default customers for 

many years. However, due to its complexity and less friendly than other techniques i.e. statistic or 

judgement method, the use of machine learning to build credit scoring model is limited to only large 

financial institutions, especially in Thailand market. This study aims to focus on building credit 

scoring model using supervised learning for medium to small financial institutions in Thailand, in 

which there are more limitations than large financial institutions in terms of size and quality of credit 

dataset. This study also focus on imbalanced data problem between majority and minority class of the 

dataset, which normally number of good customers always dominates number of default customers. 

Keywords: supervised learning technique for credit scoring, imbalanced data problem  

 

Introduction 

Background and Rationale 

Lending is essential to the economy of a country that helps individual or corporations to gain access to 

capital for their production of goods or services.  It also help stimulate demand for consumption. 

Financial institutions like commercial banks are primary vehicles that perform lending activities. Non 

commercial banks, so called non banks, such as cooperatives, credit card companies, leasing or hire-

purchase companies, and personal loan companies are also performing lending functions in the 

economy. They all are providing various type of loans including retail lending i.e. mortgage loans for 

buying houses, hire purchase loans for buying vehicles, credit card loans, personal loans. According 

to the Bank of Thailand, by the end of 2018, size of retail lending in Thailand was approximately 12.8 

trillion baht, accounting for 78% of gross domestic product (gross domestic product or GDP), 

comprising of loans by commercial banks of 11.35 trillion baht and more than 1.65 trillion baht by 

non banks. 

Fig. 1: Size of Retail Lending in Thailand 

 
Technopreneurship and Innovation Management, Chulalongkorn University, Bangkok, Thailand 
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Source: Bank of Thailand 

Counterparty credit default risk is one of the key problems in lending business. The risk is defined as 

the tendency that the borrower will be unable to meet their obligations once credit is granted. Thus 

adequate information about borrowers are needed in order to minimize counterparty credit risk from 

the business. However, as there is still information asymmetry, where two parties have unequal 

knowledge about each other’s’ information, especially for the lender side. This problem will lead to 

adverse selection or the problem of distinguishing between good customers from bad customers. This 

problem will lead to Lemon Market problem, where the lender will charge higher interest rates to 

cover the uncertainty about their counterparty’s credit default risk. Thus economic inefficiency arises. 

According to the Bank of Thailand, by the end of 2018, non-performing loans or NPL in the 

commercial banking system stood at  443.387 million baht, or 3% of gross domestic product. NPLs 

for retail loans accounted for one fourth of total NPLs in the system. Financial institutions, thus, need 

to be considerate when granting credit to avoid losses from default customers. 

Proper credit risk management will increase financial institutions’ profit and helps sustain overall 

economy. There are 2 approaches to evaluate counterparty credit risk for financial institutions, namely 

judgmental approach and systematic approach. Judgmental analysis is a method of approving loan 

based on lender’s judgment using their past experiences. Neither will this process employ any 

algorithms nor empirical process to determine credit.  The 5 C’s of credit which includes character, 

capacity, capital, collateral and conditions has been used as qualitative analysis to determine credit 

risk for judgmental approach. Credit scoring, a mathematically-based tools that ranks the borrower by 

the probability that default risk of may arise, is one of the tools used to determine credit on 

judgmental-based basis. The approach is suitable for large businesses and governments, than small 

corporations or individuals. Systematic approach is more suitable to evaluate credit risk for small 

businesses and individuals as there is a large number of customers. This method is less costly and  the 

result is more consistent than judgmental approach. Only 1% enhancement on the accuracy of credit 

scoring system, would significantly improve the profits of financial institutions (Armaki et al. (2017). 

Credit scoring has been introduced since 1950s using historical data to develop a statistic model 

(Thomas, Edelman, and Crook 2002). Linear discriminant and logistic regression were statistic 

techniques used to develop the credit scoring model. The statistic credit scoring techniques are often 

criticized due to their strong model assumptions that requires linear relationship between dependent 

and independent variables (Lee et al. 2006; Vojtek and Koeenda 2006). If the relationship between 

both variables are non-linear, the model accuracy will be significantly deteriorate (Lacher et al. 1995; 

Lee and Chen 2005). 
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Because of new computing technology has been continuously developed, machine learning credit 

scoring techniques are introduced to improve performance of traditional statistic credit scoring 

techniques (Lee, Chiu et al. 2006). Supervised learning technique is widely used for classification 

problem between good and bad loans . The most commonly-used algorithms for supervised learning 

are artificial neural networks (Lee et al. 2002), genetic programming (Ong, Huang, and Tzeng 2005), 

decision tree (Lee et al. 2006), and k-nearest neighbor (Henley and Hand 1996), etc. Machine learning 

has been proven to have better prediction performance than statistical techniques (Eddy and Bakar 

2017; Fausett 1994; Crook, Edelman, and Thomas 2007; Huang et al. 2004; Ong, Huang, and Tzeng 

2005) and it also support large-scale data calculations. 

Research Scope 

1. This research is a quantitative research applying credit dataset from the real world for credit scoring 

model development by using machine learning technology 

2. The credit dataset was collected from a non-commercial bank, which provides hire-purchase loans 

to retail customers in Greater Bangkok and in other major metropolitan areas 

Research Objectives 

1) Study supervised learning techniques to develop credit scoring model and apply them to the credit 

scoring model development process that maximize the accuracy of the model 

2) Develop credit scoring models that are suitable for the business environment 

3) Test the accuracy of the credit scoring model 

4) Study how to implement the credit scoring model in the business, study how to protect intellectual 

property, and evaluate the feasibility for commercializing the process 

Research methodologies 

This research has methods and procedures as follows: 

Step 1: To review the relevant literature 

Step 2: To provide credit dataset required to develop the model 

Step 3: To study the ML algorithm used in the model development process 

Step 4: To build up model 

Step 5: To test the performance of the model 

Step 6: To Implement the model in actual operation 

Step 7: To study the acceptance of the innovation using Technology Acceptance model (TAM) and 

study the commercial feasibility and methods of protect intellectual property 

Academic and practical contributions 

1. Academic contribution 

• To create knowledge regarding the development of credit scoring models for non-

commercial banks 

• To apply the process organizations by taking the model as a model to develop, and to build 

on the existing knowledge of innovation and development of the Credit Scoring model 

• To improve the predictive performance of credit scoring to help reduce credit risk 

2. Practical contribution 

• User level: to develop a tool to assess customer credit risk that help enhance credit decision 

• Industrial level: for corporate executives, lending operator can use the model to enhance 

their capabilities in the competition in the lending business 

Conceptual framework 

Fig. 2: Conceptual Framework 
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Source: Researcher 

This considers the process of developing a credit scoring model, which has three key steps: 1) data 

processing, 2) feature selection, and 3) model classification. 

Literature Review 

Machine Learning 

Machine learning is an application of artificial intelligence (AI) that provides systems the ability to 

learn from data, identify patterns, make decision based on algorithms and improve from experience 

without being intervened by human or explicitly programmed. Machine learning focuses on the 

development of computer programs that can access and learn from dataset. Unlike traditional 

programming, which refers to any programs manually created that feeds input data and runs on a 

computer to produce the output, machine learning are the process that input and output (or labels) are 

used with algorithms on a computer to create the program. The idea of the difference between 

traditional programming and machine learning is shown as below figure. 

Fig 3: Difference Between Traditional Programming and Machine Learning 

 
Machine leaning can be categorized into 2 approaches, supervised and unsurprised learning. 

Supervised learning is a machine learning approach that’s defined by its use of output or labels. These 

labelled datasets are used to train algorithms to classify testing data or making predictive outcomes. 

Using labeled inputs and outputs, the model can measure its accuracy and learn over time. Supervised 

learning is used to solve classification problems. 

Unsupervised learning uses machine learning algorithms to cluster unlabeled data sets. These 

algorithms discover hidden patterns in data without the need for labels, unlike supervised learning. 

Unsupervised learning can be used to solve clustering problems. 

Fig 4 Sample of Clustering 
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Credit scoring 

Credit scoring (Mester, 1997b) is a statistical method used to predict the probability that a loan 

applicant will default or become delinquent. It is already widely used for consumer lending and is 

becoming more commonly used in mortgage lending. To build a scoring model, or “scorecard,” 

developers analyze historical data on the performance of previously made loans to determine which 

borrower characteristics are useful in predicting whether theloan performed well.  A well-designed 

model should give a higher percentage of high scores to borrowers whose loans will perform well and 

a higher percentage of low scores to borrowers whose loans won’t perform well.  But no model is 

perfect, and some bad accounts will receive higher scores than some good accounts 

Credit scoring system is a computerized process producing a score according to various relevant 

characteristics of the borrower, such as income, profession, age, wealth, previous loans, etc. The five 

C’s of credit is widely used by lender to evaluate loan applicant’s creditworthiness by considering a 

borrower’s character, capacity to make payments, loan conditions, available capital and collateral. 

Statistical credit scoring model was firstly used since the 1950’. to manage and diversify borrowers 

default risks (Thomas, Edelman, and Crook 2002). Popular techniques used to create credit scoring 

models are linear discriminant, analysis, and logistic regression, all of which have limitations from its 

assumption that require linear relationship between dependent and independent variables. Statistical 

models also have problems arising from independent variables having relationships with each other 

creating multicolinearity problems, in addition to the limitation from the size of historical data. These 

problems have impacted to prediction accuracy of statistical credit scoring model (Lacher et al. 1995; 

Lee and Chen 2005) Supervised learning is introduced to reduce the limitations of statistical models 

and have been used for improving performance from the original statistical model (Eddy and Bakar 

2017; Fausett 1994; Crook, Edelman, and Thomas 2007; Huang et al. 2004; Ong, Huang, and Tzeng 

2005). Supervised learning approaches with artificial neural networks (Lee et al. 2002) genetic 

programming (Ong, Huang, and Tzeng 2005) decision tree (Lee et al. 2006) and k-nearest neighbor 

(Henley and Hand 1996) are among techniques that is sued to construct credit scoring model and they 

have proven with better predictive performance. 

Based on a review of credit scoring literature using machine learning, the researcher searched the 

Web of Science database on the web, www.webofknowledge.com since March 2019, to analyze 

common interest concerning credit scoring problems, including to search for the research gap using 

the keyword “Credit Scoring” along with the associated keywords, divided into four categories of 

credit scoring problems, which are: 

1) Common problems of machine learning such as data mining, machine learning, artificial 

intelligence and evolutionary computing. 
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2) Problems with model development such as classification, algorithms, classification techniques, 

supervised, unsupervised, clustering and predictive modeling etc. 

3) Problems with feature selection such as feature selection, variable selection, parameter 

optimization, attribute selection 

4) Data preparation problems or data processing such as samples selection, reject inference, 

imbalanced data, imbalanced problem, unbalanced data and transfer learning 

The result from the research has evidenced that most researches focus on the problems associated with 

the development of credit scoring model. The keywords “Classification” and “Algorithms” are mostly 

found from the search with 281 and 179 journals, respectively. Study with “Data Mining” keyword 

has been found in 71 publications. “Classification problem” are referred more than 7,740 times in 

journals concerning credit scoring, especially in 2018, with more than 1,000 times reference, mostly 

published on Computer Science Artificial Intelligence journal with more than 139 studies, followed 

by Operational Research Development Science journal, with the details shown in the figure below: 

Table 1: Search Result of Development of Credit Scoring Model from database of Web of 

Science 

Keywords (search with “credit scoring”) No. of Search Result 

Generic keywords:  

- data mining 71 

- machine learning 68 

- artificial intelligence 25 

- evolutionary computing 1 

Model classification:  

- classification 281 

- algorithms 179 

- clustering 30 

- classification techniques 17 

- supervised 17 

- unsupervised 4 

- predictive modeling 2 

Feature selection:  

- feature selection 47 

- variable selection 17 

- parameter optimization 3 

- attribute selection 2 

Data processing:  

- sample selection 22 

- reject inference 19 

- imbalanced data 10 

- imbalanced problem 8 

- unbalanced data 6 

- transfer learning 1 

Source: web of science, collected on 10 March 2019 

Fig 5: Search Result of “Classification” with “Credit Scoring” by Time Cited per Year 
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Source: web of science, collected on 10 March 2019 

Fig 6: Search Result of “Classification” with “Credit Scoring” by Year of Publication 

 
Source: web of science, collected on 10 March 2019 

Fig 7: Search Result of “Classification” with “Credit Scoring” by Type of Publication 

 
Source: web of science, collected on 10 March 2019 

Credit Scoring Model Development Process 

The development of credit scoring model (Siddiqi 2012), consists of three main steps: 1) data 

preparation, 2) feature selection and 3) modeling and performance Measurement. 

The first step is data processing using historical credit data (Chi and Hsu 2012), which includes 

borrowers' attributes such as gender, age, marital status, occupation, together with other information 

such as past repayment history, sources of income for repayment, collateral and credit conditions, etc. 

To prepare as an independent variables, Eddy and Bakar (2017), there should be information in four 

dimensions regarding 1) financial information 2) personal qualifications 3) occupation information 4) 
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borrowing behavior with financial institutions such as information from credit bureaus, which is in 

line with the 5Cs principles. It is noteworthy that there is no related research focusing on the 

importance of attributes (Abdou and Pointon 2011). This is somehow because the financial 

institutions do not want to disclose which variables are crucial in their credit decision from ethical 

perspective. The model performance depends on the large amount of data on both good debt and bad 

debt (Chi and Hsu 2012). The sample population should have at least 1,000 samples, of which 500 

samples for good debt or bad debt each. The more credit dataset, the better the model performance 

(Mester 1997b). The historical dataset is divided into two groups which are training set and test set, 

respectively (Lee et al. 2006). This process will consume more than 80% of credit scoring model 

development (Piramuthu 1999b). 

Since model development process requires large sample size of historical data, it is a barrier for new 

enterprise with limited past credit dataset to enter the credit business. The problem from imbalanced 

data also arise as it is common that the good debt population is significantly more than bad debt 

population. The credit dataset also have bias from gaining only borrowers whose loans already are 

approved by financial institutions and omitting the population that are rejected during the application 

process. This bias tends to favor the prediction of good debt more than bad debt, though bad debt 

prediction is the key issues in credit scoring model development. There are two approaches to address 

the issue from imbalanced data: 1) data level management by over-sampling and under-sampling to 

make both good and bad data balanced (Crane and Finlay 2012, Khemakherm, Ban Said, and 

Boujelpene 2018) and 2) algorithmic level by using learning algorithms to construct balanced dataset 

(Adam et al. 2010, Zeng and Sao 2009). The problem arising from not having populations whose 

rejected during credit decision can be addressed by reject inference, in which the dataset will include 

the applicant whose get denied to construct using “missing data mechanism” (Crook and Banasik 

2004, Banasik, Crook, and Thomas 2003; Hand and Henley 1997). 

Feature selection is the second process in credit scoring model development. This is the process of 

selecting the best subset variables from the whole set of variables (Dash and Liu 1997), eliminating 

the irrelevant variables. This process will help speed up the modeling process and reduces the costs 

incurred from model calculations (Edla et al 2018). Many techniques such as filter and wrapper 

(Somol et al. 2005) are used in this process (George 2000). 

Model development by classification techniques is the last step for credit scoring model development. 

This process will divide dataset into two groups; training and testing set. The process will employ 

supervised learning technique using algorithms to learn the patterns from training dataset with specific 

labels, and construct model. After model is constructed, testing dataset is used to test the model 

performance. Algorithms widely used in supervised techniques are decision tree  , artificial neural 

network or ANN (Desai, Crook, and Overstreet Jr 1996; Desai et al. 1997, Malhotra and Malhotra 

2003, Jensen 1992, Piramuthu 1999a), genetic algorithms or GA (Marques, Garcia, and Sanchez 

2013). The study of Wang et. Al (2001) suggests that there is no superior algorithms, while Yu, Wang 

and Lai (2008), Hung and Chen (2009) suggest that ensemble technique deliver better model 

performance. Bagging (Breiman 1996) and boosting (Freund and Schapire 1997) are the ensemble 

techniques that make random sampling and generate several training data sets, instead of only one 

training dataset, and use one classifier to construct the model with final decision made on average or 

voting of every models constructed from each subset of training dataset. 

Hybridization technique or hybrid model, which is the mix between classification (supervised 

learning) and clustering (unsupervised learning) is used to enhance model performance (Armaki et al. 

2017) using Australia and German credit datasets with 99.71% and 99.8% accuracy.  The result is 

compared with other techniques are shown in table below. 

Table 2: Comparison of Accuracy by Credit Scoring Model Techniques from Australia Dataset 
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No. Model Accuracy Year Author(s) 

1 (KNN-NN-SVMPSO)-(DL)-

(DBSCAN) 

99.71 2017 Armaki et al. (2017) 

2 MC-LR (Intersection) 99.11 2013 Tsai and Hsu (2013) 

3 Hybrid SOM-KM-NN 97.98 2005 Hsieh (2005) 

4 ANN 97.32 2008 Tsai and Wu (2008) 

5 AMMLP 92.75 2011 Marcano-Cedeno et al. (2011) 

6 Gaussian classifier 92.60 2005 Somol et al. (2005) 

7 VBDTM 91.97 2010 Zhang et al. (2010) 

8 Hybrid NN 91.61 2014 Tsai and Hung (2014) 

9 PSO-SVM 91.03 2008 Lin et al. (2008) 

10 LS-SVM 90.40 2003 Baesens et al. (2003) 

11 MLP 90.20 2008 Tsai (2008) 

12 Parallel Random Forest 89.40 2016 Van Sang, Nam, and Nhan (2016) 

13 25GP 89.17 2006 Huang, Tzeng, and Ong (2006) 

14 DeepSVM 88.98 2016 Qi et al. (2016) 

15 Genetic Fuzzy classifier 88.60 2010 Lahsasna, Ainon, and Wah (2010) 

16 Genetic programming 88.27 2005 Ong, Huang, and Tzeng (2005) 

17 RS-Bagging DT 88.17 2012 Wang et al. (2012) 

18 GNG+MARS 88.10 2016 Ala'raj and Abbod (2016) 

19 RBF-SVM 87.52 2011 Ping and Yongheng (2011) 

20 SVDD+FSVM 87.25 2016 Shi and Xu (2016) 

20 Mixture-of-experts network 87.25 2000 West (2000) 

22 RS-LMNC 87.05 2009 Nanni and Lumini (2009) 

23 Adopted CBA 86.96 2006 Lan et al. (2006) 

24 SVM+GA 86.90 2007 Huang, Chen, and Wang (2007) 

25 ECSC 86.86 2016 Xiao, Xiao, and Wang (2016) 

26 GR-GA-SVM 86.84 2010 Liu, Fu, and Lin (2010) 

27 Bayes 86.70 2007 Hoffmann et al. (2007) 

28 CLC 86.52 2009 Luo, Cheng, and Hsieh (2009) 

28 LDA + SVM 86.52 2010 Chen and Li (2010) 

30 LibSVM 86.38 2008 Peng et al. (2008) 

31 FA-MLP 86.08 2009 Tsai (2009) 

32 SVM 85.70 2007 Martens et al. (2007) 

Source: (Armaki et al. 2017) 

Table 3: Comparison of Accuracy by Credit Scoring Model Techniques from German Dataset 

No. Model Accuracy Year Author(s) Year 

1 (KNN-NN-SVMPSO)-(DL)-

(DBSCAN) 

99.80 2017 Armaki et al. (2017) 

2 MC-LR (Intersection) 99.18 2013 Tsai and Hsu (2013) 

3 Hybrid SOM-KM-NN 98.46 2005 Hsieh (2005) 

4 MLP+FS 97.20 2011 Silva and Analide (2011) 

5 LibSVM 94.00 2008 Peng et al. (2008) 

6 Hybrid NN 87.45 2014 Tsai and Hung (2014) 

7 CLC 84.80 2009 Luo, Cheng, and Hsieh (2009) 

8 AMMLP 84.67 2011 Marcano-Cedeno et al. (2011) 
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9 Gaussian classifier 83.80 2005 Somol et al. (2005) 

10 DeepSVM 83.70 2016 Qi et al. (2016) 

11 VBDTM 81.64 2010 Zhang et al. (2010) 

12 PSO-SVM 81.62 2008 Lin et al. (2008) 

13 25GP 79.49 2006 Huang, Chen, and Wang (2007) 

14 MLP 79.11 2008 Tsai (2008) 

15 GNG+MARS 79.00 2016 Ala'raj and Abbod (2016) 

16 ANN 78.97 2008 Tsai and Wu (2008) 

17 HGA-NN 78.90 2012 Oreski, Oreski, and Oreski (2012) 

18 FA-MLP 78.76 2009 Tsai (2009) 

19 RS-Bagging DT 78.36 2012 Wang et al. (2012) 

20 SVM+GA 77.92 2007 Huang, Chen, and Wang (2007) 

21 Genetic programming 77.34 2005 Ong, Huang, and Tzeng (2005) 

22 SVDD+FSVM 77.30 2016 Shi and Xu (2016) 

23 LDA + SVM 76.70 2010 Chen and Li (2010) 

24 RBF-SVM 76.60 2011 Ping and Yongheng (2011) 

25 Mixture-of-experts network 76.30 2000 West (2000) 

26 Parallel Random Forest 76.20 2016 Van Sang, Nam, and Nhan (2016) 

27 Bayes 76.00 2007 Hoffmann et al. (2007) 

28 GR-GA-SVM 75.75 2010 Liu, Fu, and Lin (2010) 

29 Genetic Fuzzy classifier 75.00 2010 Lahsasna, Ainon, and Wah (2010) 

30 RS-LMNC 74.67 2009 Nanni and Lumini (2009) 

31 LS-SVM 74.60 2003 Baesens et al. (2003) 

32 Adopted CBA 74.40 2006 Lan et al. (2006) 

33 ECSC 70.60 2016 Xiao, Xiao, and Wang (2016) 

Source: Armaki et al. (2017) 
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Model Performance Measurement (Model Accuracy) 

Once the model is constructed, the model performance is tested using data from testing set. The most 

popular method of performance testing is the confusion matrix and area under the curve, or AUC, is 

the pattern of the confusion matrix shown in Table 5. 

Table 4 Confusion Matrix 

  Prediction Value 

  Ans Positive Ans Negative 

True Value Ans Positive true positive false negative 

Ans Negative false positive true negative 

 

true positive (TP) is the number of positive data predicted as positive 

true negative (TN) is the number of negative data predicted as negative 

false positive (FP) is the number of negative data predicted as position 

false negative (FN) is the number of positive data predicted as negative 

Accuracy =  
TP + TN

TP + TN + FP + FN
 × 100 

The model performance can be measured using accuracy from the confusion matrix. The more the 

accuracy, the better the model performance. 

ROC curve or receiver operating characteristic curve is another model performance measurement for 

credit scoring model development. The ROC curve is a graph showing the performance of a 

classification model at all classification thresholds. This curve are measured the relationship between 

two parameters: true positive rate (sensitivity) and false positive rate (specificity). The larger the area 

under the curve, the better the performance, since the performance of the model should have a high 

sensitivity and a high specificity. High specificity will result in low false positive rate. The ROC 

curve is shown in the below figure. 

Fig 8 Receiver Operating Characteristic (ROC) Curve 

 
 

This research uses confusion matrix to measure the model performance,. 

Research Methodology 

This research is a quantitative research. It is experimental research from secondary data to be tested 

using machine learning techniques to study and construct a development process of credit scoring 

model which is efficient and can be used in the real way. 

Table 5: Credit Scoring Sample Set to be used in this study 

Sample set Proportion of 

Good/Bad Debt 

No. of 

Sample Set 

No. of 

Ordinal 

No. of 

Nominal 

Total 

Attributes 
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Attributes Attributes 

Sample set from 

case study 

company 

8,652/2760 11,412 8 7 15 

Source: Researcher 

Table 6: Details of Attributes 

No. Attribute Name Attribute Type Remarks 

1 Gender Text Male/Female 

2 Age Number  

3 Marital status Text Single/Married/Divorce/Widow 

4 Nationality Text  

5 Zip code Text  

6 Position Text  

7 Occupation Text  

8 Size of Monthly Income Number  

9 Percentage of down payment Number  

10 Type of collateral Text Motorcycle brand 

11 Sub type of collateral Text Motorcycle model 

12 Loan size Number  

13 Contract period Number  

14 Installment to revenue ratio Number  

15 Interest rate Number  

 

Table 7: Attributes Classified by 5Cs of Credit 

Characters Capacity Capital Collateral Conditions 

1. Gender 

2. Age 

3. Marital 

Status 

4. Nationality 

5. Zip code 

6. Occupation 

7. Position 

8. Size of 

Monthly 

Income 

 

9. Percentage of 

Down 

Payment 

10. Motorcycle 

Brand 

11. Motorcycle 

Model 

12. Loan Size 

13. Loan Period 

14. Installment to 

revenue ratio 

15. Interest rate 

 

 

Table 8: Detail of Labels 

No. Label Name Attribute Type Remarks 

1 Default status Text 0 is Good Debt 

1 is Bad Debt 

 

The scope of the research and the sample 

This research will use data from credit from a credit company in Thailand, case study, which is credit 

data from 1 November 2017 to 31 December 2017.  The identity of borrowers cannot be identified. 

The variables are in line with the principle of the 5 c of credit including information of demographic, 

income, capital, collateral and loan conditions. Supervised learning is used to classify good and bad 

debts. 

Sample credit dataset used in this study 
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The dataset of 11,445 loan transactions is used in the study, of which  8,652  records are good debts 

and 2,750 records are bad debts. 

Machine Learning Tool 

This study will use Rapidminer program to construct credit scoring model. 

The operational research process: 

The research will be carried out as follows: 

Fig 9: Development of Credit Scoring Model 

 
1) Study how to prepare the datasets used in the data processing procedure; 

2) Study the factors of suitable sample size which will result in the best model performance; 

3) Study factors for managing the imbalanced date problem of dataset between good debt and bad 

debt, which resulted in the best model performance; 

4) Study techniques for feature selection 

5) Study of the model development techniques using supervised learning from different types of 

classifier that resulted in best performance 

6) Study factor techniques for model development by an ensemble method was used that resulted in 

superior performance over the single classifier model. 

Each step is detailed in the following steps: 

1) Clean up the data and properly structure the dataset to be used in the credit modeling; 

2) Test the increase and decrease of the dataset size to affect the accuracy of the credit scoring model; 

3) Test the process that handle the imbalanced data problem 

4) Test the use of wrapper and filter techniques that resulted in the highest accuracy from the model; 

5) Construct models from different classifiers 

6) Develop the model by using an ensemble classifier with boosting and bagging techniques to 

compare the accuracy with the two using a single classifier. 
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