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ABSTRACT 

Stock market, it’s the place where everyone got interest in making money. But many people think 

that stock market predictions as gambling but what actually is, stock exchange movements are 

depends on capital gains and losses. Most people believes that stock exchange movements are 

unpredictable. But by using extreme data mining techniques on previous stock exchange data we 

can predict the future stock exchanges. This paper tries to help the investors in the stock market to 

decide the better timing for buying or selling stocks based on the knowledge extracted from the 

previous data of such stocks. In this paper we are using decision tree algorithm which is one of the 

data mining techniques. To build the proposed model, the CRISP-DM methodology is used over 

real previous data of two major companies. 

Keywords: Data mining, Decision tree, data mining techniques, CRISP-DM methodology 

1. INTRODUCTION 

The stock market is essentially a non-linear, non-parametric system that is extremely hard to model 

with any reasonable accuracy. Now-a-days investors are trying to find a right path to predict stock 

prices and right timing to buy or sell the shares. 

Recently, artificial intelligence and data mining techniques like decision trees and artificial neural 

networks have been applied to this area that means stock exchange area. Data mining refers to 

extracting or mining knowledge from large data sets. Some functionalities of data mining are  as 

follows 

a) Class description  

b) Associations and Correlations 

c) Classification 
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d) Prediction 

e) Clustering 

f) Outlier and Deviation analysis.etc 

Data classification can be done in many different methods, one of those methods is the 

classification by using Decision Tree. The main aim of this paper is analyze the previous data 

using decision tree technique in order to help the investors to know when to buy or when to sell 

their stocks.    

2. LITERATURE REVIEW 

Over the past two decades many changes have taken place in the field of financial market. 

Forecasting stock return is an important financial subject that has attracted researchers attention 

for many years 

For that reason, several researchers have focused on technical analysis and using advanced math 

and science. Extensive attention has been dedicated to the field of artificial intelligence and data 

mining techniques. Some models have been proposed and implemented using the above mentioned 

techniques, the authors   made an empirical study on building a stock buying/selling alert system 

using back propagation neural networks (BPNN), their NN was codenamed NN5. The system was 

trained and tested with past price data from Hong Kong and Shanghai Banking Corporation 

Holdings over the period from January 2004 to December 2005. The empirical results showed that 

the implemented system was able to predict short-term price movement directions with accuracy 

about 74%. 

El-Baky proposed a new approach for fast forecasting of stock market prices. The proposed 

approach uses new high speed time delay neural networks (HSTDNNs). The authors used the 

MATLAB tool to simulate results to confirm the theoretical computations of the approach. 

3. PROPOSED METHOD 

Data mining methodology is designed to ensure a stable model that successfully addresses the 

problem it solve. To build the model that analyses the stock trends using the decision tree 

technique, the CRISP-DM (Cross Industry Standard Process for data mining) is used. This 

methodology was proposed by an European consortium of companies .This model consists of the 

following six steps 

 Understanding the reason and objective of mining the stock prices. 

 Understanding the collected data and how it is structured. 

 Preparing the data that is used in the classification model. 

 Selecting the technique to build the model. 

  Evaluating the model by using one of the well known evaluation methods. 

 Deploying the model in the stock market to predict either selling or buying the stocks. 

 Understanding the reason and objective of building the model 

The main aim of this paper is to try to help the investors in the stock market to decide timing for 

buying or selling stocks based on the knowledge extracted from the previous prices of such stocks. 
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Understanding the collected data 

The Oracle database of Amman Stock Exchange (ASE) contains the historical prices of the 230 

companies listed in the exchange from the year 2000. As the amount of such data is very large and 

complicated, so here we choose two companies listed in the exchange. We selected these two 

companies based on the following five criteria which represent the 

 Companies' size and liquidity: 

 Market capitalization,  

 Days traded,  

 Turnover ratio,  

 Value traded and  

 The number of shares traded. 

The data collected contain 6 attributes. Below table shows the 6 attributes selected with their 

descriptions and their possible values . 

ATTRIBUTE DESCRIPTION POSSIBLE VALUES 

Previous Previous day close price of the stock Positive, Negative, Equal 

Open Current day open price of the stock Positive, Negative, Equal 

Min Current day minimum price of the stock Positive, Negative, Equal 

Max Current day maximum price of the stock Positive, Negative, Equal 

Last Current day close price of the stock Positive, Negative, Equal 

Action The action taken by the investor on this 

stock 

Buy,Sell 

 

Preparing the data 

  At the beginning, when the data was collected, all the values of the attributes were numeric 

values. We can transform the numeric data to a higher-level concept so now all the values will 

become discrete. 

If the values of the attributes open, min, max, last were greater than the value of attribute previous 

for the same trading day, the numeric values of the attributes were replaced by the value Positive. 

If the values of the attributes mentioned above were less than the value of the attribute previous, 

the numeric values of the attributes were replaced by Negative. If the values of those attributes 

were equal to the value of the attribute previous, the values were replaced by the value Equal 

.Below tables show us a sample of the continuos numeric values of the data before selecting the 

6 attributes and before generalizing them to descrete values ,while another table shows us the 

sample after selecting the 6 attributes and after transforming thme to discrete values. 

Previous Open Max Min Last Action 

25.83 26.00 26.01 25.42 25.68 Sell 

25.68 25.69 25.69 25.3 25.4 Buy 

25.4 24.9 25.4 24.42 24.91 Buy 

24.91 24.8 24.91 24.31 24.88 Sell 
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24.88 24.88 25.56 24.86 25.31 Buy 

25.31 25.26 26.01 25.26 25.83 Buy 

25.83 26.0 26.41 26.0 26.31 Buy 

26.31 26.31 26.71 26.01 26.03 Buy 

26.03 26.10 26.26 25.56 25.64 Sell 

 

Previous Open Max Min Last Action 

Positive Positive Positive Negative Negative Sell 

Negative Positive Positive Negative Negative Buy 

Negative Negative Equal Negative Negative Buy 

Negative Negative Equal Negative Negative Sell 

Negative Equal Positive Negative Positive Buy 

Positive Negative Positive Negative Positive Buy 

Positive Positive Positive Positive Positive Buy 

Positive Equal Positive Negative Negative Buy 

Negative Positive Positive Negative Negative Sell 

 

The gain Ratio method is used to place the attributes and to build the decision tree where we can 

place the attributes according to its gain ratio. For the company MECE, Last was the root for the 

decision tree. For the company ARBK, root attribute for creating decision tree was Open. As the 

process of building the decision tree  goes on, all the remaining attributes were used to continue 

with process. After building the complete decision tree, the set of classification rules were 

generated by following all the paths of the tree. The maximum number of attributes that were used 

in some of the classification rules generated were 4 attributes, while some classification rules used 

only 1 attribute. Both the ID3 and C4.5 algorithms were used in building the decision trees and 

the pruning technique was used in the C4.5 algorithm in order to reduce the size of the produced 

decision trees. Below table gives a summary about the numbers of the classification rules that 

resulted after building the decision trees for each company using the C4.5 algorithm. The graphs 

of the resulting decision trees using the C4.5 algorithm with pruning technique is presented in the 

below figures 1 and figures 2 for the two companies under study. 
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Deploying the model 

The classification rules that were generated from the tree model can be used to predict the best 

timing for the investors either to buy or sell the stocks. 

 

Open Sell(10.0/3.0) 

Buy(8.0/2.0) 

Buy(19.0/9.0) 

Sell(9.0/4.0) Sell(19.0/9.0) 

Open 

Last 
Buy(47.0/19.0) 

Sell(27.0/10.0) Sell(4.0) Buy(69.0/32.0) 

Sell(188.0/90.0) 
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4. RESULT AND ANALYSIS 

This study presents a proposal to use the decision tree classifier on the historical prices of the 

stocks to create decision rules that give buy or sell recommendations in the stock market. Such 

proposed model can be a helpful tool for the investors to take the right decision regarding their 

stocks based on the analysis of the historical prices of stocks in order to extract any predictive 

information from that historical data. The results for the proposed model were not perfect because 

many factors including but not limited to political events, general economic conditions, and 

investors’ expectations influence stock market. 
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MECE Id3 502 255 50.797 171 84 49.123 

C45 265 53.586 91 53.216 

UAIC Id3 502 269 53.586 171 88 51.462 

C45 264 52.590 94 54.971 

 Classification accuracy using ID3 & C4.5 classification methods and using 10-CV& Holdout 

evaluation methods 

 

5. CONCLUSION 

In order to evaluate the model, the WEKA software was used to calculate the accuracy of the 

classification model. Two evaluation methods were used, the K-Fold Cross Validation (K-CV) 

where K=10 folds and the percentage split method where 66% of the data was used for training 

and the remainder for testing. Both evaluation methods were used on the ID3 and C4.5 decision 

tree classification methods. Below table shows the accuracy of all the classifiers generated using 

both classification methods and both evaluation methods 
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