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Abstract 

This research work proposed an automated Multi-phase Dilated Convolutional Neural Network 

(MDCNN) based pattern classification approach for early detection of dementia. In this, there 

are thirteen early symptoms related features are extracted from dementia dataset and their 

patterns are classified to detect five dementia severity classes like normal, very mild, mild, 

moderate and severe. First, the imbalanced numbers of samples in each dementia classes’ from 

a dataset are pre-processed or rebalanced using Synthetic Minority Oversampling Technique 

(SMOTE) for getting more reliable and accurate performance. This rebalanced outcome is 

further processed using proposed MDCNN architecture to extract features automatically from 

input data. These outcome features are further flattened and fed into sigmoid activation to 

predict targeted class labels. From experimental evaluation, this proposed dementia detection 

method achieves 15% higher accuracy than machine learning methods and 7% higher accuracy 

than deep learning methods. 

Keywords: Artificial Intelligence, Dementia Detection, Deep Learning, Machine Learning, 

Multi-phase Dilated Convolutional Neural Network (MDCNN), Synthetic Minority 

Oversampling Technique (SMOTE). 

1. Introduction 

Dementia is a group of various symptoms that accompanies the impairment of cognitive 

function of brain by changes in emotional control, motivation, behavior and mood [12]. 

Dementia affected people can have problems with communication, attention, memory, problem 

solving, judgement and reasoning etc. The major cause of dementia is biological aging or it 

occur when parts of brain used for memory, learning, language and decision making are 

damaged or diseased [3]. Currently, more than 10 million new cases are affected every year 

and there are 65 million people are live with dementia [20]. Based on symptoms and signs, the 

dementia disease lies in three stages: early stage; middle stage and late stage. An early stage 

symptom of dementia includes memory lose like time or familiar places forgetfulness [19]. The 

middle stage symptoms of dementia include forgetfully of people’s names or recent events, 

communication difficulty, repeated questioning and behavioral changes [22].  

The symptoms and signs of last dementia stage are having difficulty in recognizing 

friends and relatives, becoming unaware of the place and time, having walking difficulty, 
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increasing the need for assisted self-care and aggressive behavioral changes, etc. The timely 

and automated identification of proper responses and early warning to dementia occurrence 

can enhance medical treatment [4]. There are many machine and deep neural network learning 

approaches are producing promising results in dementia disease identification [7]. This work 

proposes a pristine MDCNN algorithm to predict dementia using the collected data from 600 

affected patients from Rengasamy nursing home in Thoothukudi district, Tamilnadu, India.  

 

The dementia data is collected based on the five disease severity values [16] like normal 

(severity value is 0 to 0.4), very mild (severity value is 0.4 to 0.75), mild (severity value is 0.75 

to 1.5), moderate (severity value is 1.5 to 2.5) and severe (severity value is 2.5 to 3) for thirteen 

symptoms namely repetitive talking, context understanding, cleaning up, forgetting one of two 

items, self-meditation, time consuming, planning, complex topics, loss of interest, irritable and 

suspicious, indifference about clothing, delusion and illusion. These collected data are 

preprocessed using SMOTE and classified using proposed MDCNN algorithm to predict 

dementia. The rest of paper organized into following: section 2 discusses the relative dementia 

detection methods; section 3 focuses the description of proposed dementia detection 

methodology; section 4 details their experiments and section 5 concludes this paper. 

2.Review Of Related Studies 

An accurate identification of dementia severity from the dataset is essential for medical 

assessments and also for treatment planning. Mostly, the authors are used computer-aided 

machine learning algorithms for dementia detection. Machine learning methods identify 

complex patterns in a high-dimensional input data, which are then used for clinical predictions 

in real-time datasets [14]. Naïve Bayes and Random Forest algorithms are performing better in 

dementia identification [10]. Fubao et al [11] implemented Random Forest based algorithm for 

diagnosis of dementia severity classes like, mild dementia, mild cognitive impairment, and 

normal dementia unaffected patients. These methods need handcrafted features for dementia 

identification.  

 

Gloria et al [13] have been trained and tested dementia dataset with three different 

machine learning algorithms namely, Artificial Neural Network (ANN), Support Vector 

Machine (SVM) and Adaptive Neuro-Fuzzy Inference System (ANFIS). Xiaojing et al [17] 

developed deformation based machine learning method to predict mild cognitive impairment 

of dementia. Priyanka et al [18] diagnosed dementia using different machine learning 

algorithms like, XgBoost, Linear Discriminant Analysis, Random Forest, K-Nearesr Neighbor 

(KNN), AdaBoost and Support Vector Machine (SVM). These existing machine methods need 

programmer interaction, which produces volatile performance on real-world dementia dataset. 

 

To overwhelm existing limitations, deep neural networks are assisted in dementia 

dataset to learn features in an automated manner [6]. Jungyoon et al implemented a deep neural 

network to predict dementia using big data collected from korea national health survey [1]. 

Danial et al [2] applied deep learning models like Bidirectional Long-Short Term Memory 

(BLSTM) Network, and Multi-Layer Perceptron for predicting Mild Cognitive Impairment 
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(MCI) of dementia. These methods perform well in structured data. But, the CNN 

(Convolutional Neural Network) based methods are having the ability to learn features 

automatically from large unstructured clinical data [21]. To overcome the existing drawback, 

an automated MDCNN based classification approach is proposed for early detection of 

dementia. 

3. Proposed Methodology 

The proposed MDCNN predicts dementia severity classes among affected patients. 

There are four major steps for accomplishing this proposed method. Step 1 - Experimental 

Data, explains about the data collection and class labels present in the dataset. Step 2 - 

preprocessing, details the data preparation method before classification. Step 3 – feature 

extraction and classification using MDCN, elaborates the automated feature extraction and 

classification of dementia class labels using proposed method. Step 4 – performance 

calculation, the classification performance over dementia severity classes are calculated. The 

overall proposed MDCN workflow is shown in Figure 1 and elaborated in below subsections. 

 

Fig.1. The overall proposed workflow 

3.1. Experimental Data 

The dementia dataset is manually collected from 600 affected patients from Rengasamy 

nursing home in Thoothukudi district, Tamilnadu, India. The dementia severity values of 

thirteen early symptoms related questioners are prepared and collected from affected patients. 

Then, the Clinical Dementia Ratings (CDR) values [15] are calculated by the average of 

dementia severity values. This dataset contains five dementia severity classes based on CDR 

values: normal (CDR value is 0 to 0.4); very mild (CDR value is 0.4 to 0.75); mild (CDR value 

is 0.75 to 1.5); moderate (CDR value is 1.5 to 2.5) and severe (CDR value is 2.5 to 3).  

3.2. Pre-processing of dementia dataset 

The dementia dataset composed of imbalanced severity classes. These class labels are 

rebalanced using SMOTE for getting more reliable and accurate performance. This technique 

is used for synthesizing the new examples in the minority classes in the dataset to balance the 

class distribution. It selects the random example from minority class and their nearest neighbors 

are calculated. The synthetic examples are further created based on the feature space between 

random examples and their neighbors. The number of samples in dementia dataset contains 75 
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data in class 0, 164 data in class 1, 186 data in class 2, 152 data in class 3 and 23 data in class 

4. The SMOTE technique is applied over these imbalanced numbers of data samples in 

dementia classes to resample as same number of data samples. Table 1 details the numbers of 

data in each class before and after pre-processing. Here, class 2 (Mild) contains the maximum 

number of data that is 186. So, the number of data samples in each class is converted into 

maximum sample size that is 186 using SMOTE.  

Table 1. The dementia data pre-processing using SMOTE.  

Dementia Dataset 

Class Labels 

Class 0 

(Norma

l) 

Class 1  

(Very 

Mild) 

Class 

2 

(Mil

d) 

Class 3 

(Moderat

e) 

Class 4 

(Severe) 
Total 

Number of Samples 

in dataset 
75 164 186 152 23 600 

Number of Samples 

after Pre-processing 
186 186 186 186 186 930 

3.3. Training and Prediction using MDCNN 

The pre-processed data in dementia dataset are divided into training and testing data. 

Totally 600 data present in dementia dataset in which 75% is divided for training and remaining 

percentage is divided for testing. The training data are first trained using MDCNN network to 

extract the dementia severity features automatically. This network contains hierarchy of two 

Dilated Convolutional (DC) blocks, two max pooling [5] layers and sigmoid activation 

function. The workflow architecture of MDCNN is depicted in Figure 2. First, the preprocessed 

input data is processed in two different dilated 1D (1- Dimensional) convolutional phases in 

first DC block. In first phase, input xi is convolved using Dilation rate 2, kernel size 3 with 

weight wi and bias bi to form 1st phase feature map p1 is given in Eq. (1).  

 

                                       𝑝1 = 𝑓 ( ∑  [𝑤𝑖 ∗  𝑥𝑖]
𝑛
𝒊=𝟏 + 𝑏𝑖  )    … (1) 

This first phase feature map is again processed separately using dilated 1D convolution 

with dilation rate 2 and dilated 1D convolution with dilation rate 4 to yield two different p11 

and p12 feature maps is defined in Eq. (2) and Eq. (3).  

                                         𝑝11 = 𝑓 ( ∑  [𝑤𝑗 ∗  𝑥𝑗]𝑛
𝒋=𝟏 + 𝑏𝑗)                                   … (2) 
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Fig.2. The workflow architecture of MDCNN 

 

                                       𝑝12 = 𝑓 ( ∑  [𝑤𝑘 ∗  𝑥𝑘]𝑛
𝒌=𝟏 + 𝑏𝑘 )                   … (3) 

In second phase, the preprocessed input xi is convolved using dilation rate 4, kernel size 

3 with weight wi and bias bi to form 2nd phase feature map p2 is given in Eq. (4).  

                                       𝑝2 = 𝑓 ( ∑  [𝑤𝑖 ∗  𝑥𝑖]
𝑛
𝒊=𝟏 + 𝑏𝑖  )    … (4) 

This second phase feature map is again processed separately using dilated 1D 

convolution with dilation rate 2 and dilated 1D convolution with dilation rate 4 to yield two 

different p21 and p22 feature maps is defined in Eq. (5) and Eq. (6).  

                                         𝑝21 = 𝑓 ( ∑  [𝑤𝑗 ∗  𝑥𝑗]𝑛
𝒋=𝟏 + 𝑏𝑗)                                            … (5) 

                                       𝑝22 = 𝑓 ( ∑  [𝑤𝑘 ∗  𝑥𝑘]𝑛
𝒌=𝟏 + 𝑏𝑘 )                … (6) 

 The outcome of two different phases’ p11, p12, p21, and p22 are concatenated to produce 

first DC block outcome dc1 is defined in Eq. (7).  

                                        𝑑𝑐1 = 𝑝11 + 𝑝12+𝑝11 + 𝑝12                            … (7) 

The concatenated outcome dc1 is then processed in 1st max pooling layer with pool size 

2 for reducing dimensionality and computational load. The downsampled outcome further 

processed in the upcoming second DC block and second max pooling layer to extract dementia 

severity features from the dataset.  

Table 2: The detailed description of parameters used in proposed MDCNN architecture. 

MDCNN 

Laye

r 

Name 

Phase Name/ 

Phase Layer 

Name 

Input 

Size 

Input 

Variable 

 Name 

Parameters 

Outp

ut 

Size 

Dens

e  

Phase 1 /  

Conv 1 
14x1 

Pre-processed 

Input 

1D Conv, Dilation rate = 

2, Stride =1,  

14x6

4 
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Block 

1 

ReLU [9], kernel size=3, 

64 filters.  

Phase 2 / 

Conv 2 
14x1 

Pre-processed 

Input 

1D Conv, Dilation rate = 

4, Stride =1,  

ReLU, kernel size=3, 64 

filters. 

14x6

4 

Phase 1 / 

Conv 11 
14x64 Conv 1 

1D Conv, Dilation rate = 

2, Stride =1,  

ReLU, kernel size=3, 64 

filters.  

14x6

4 

Phase 1 / 

Conv 12 
14x64 Conv 1 

1D Conv, Dilation rate = 

4, Stride =1,  

ReLU, kernel size=3, 64 

filters. 

14x6

4 

Phase 2 / 

Conv 21 
14x64 Conv 2 

1D Conv, Dilation rate = 

2, Stride =1,  

ReLU, kernel size=3, 64 

filters.  

14x6

4 

Phase 2 / 

Conv 22 
14x64 Conv 2 

1D Conv, Dilation rate = 

4, Stride =1,  

ReLU, kernel size=3, 64 

filters. 

14x6

4 

Concatenate 

Layer 1 

4 

Feature

s of 

14x64 

Conv 11, Conv 

12, Conv 21, 

and Conv 22 

Concatenate four feature 

maps (Conv 11, Conv 12, 

Conv 21, and Conv 22) 

14x2

56 

Max 

Pooli

ng 

Laye

r 1 

- 14x256 
Concatenate  

Layer 1 
Pool size=2 

7x25

6 

Dens

e  

Block 

2 

Phase 1 /  

Conv 1 
7x256 

Max Pooling  

Layer 1 

1D Conv, Dilation rate = 

2, Stride =1,  

ReLU, kernel size=3, 64 

filters.  

7x64 

Phase 2 / 

Conv 2 

7x256 

 

Max Pooling  

Layer 1 

1D Conv, Dilation rate = 

4, Stride =1,  

ReLU, kernel size=3, 64 

filters. 

7x64 

Phase 1 / 

Conv 11 
7x64 Conv 1 

1D Conv, Dilation rate = 

2, Stride =1,  
7x64 
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ReLU, kernel size=3, 64 

filters.  

Phase 1 / 

Conv 12 
7x64 Conv 1 

1D Conv, Dilation rate = 

4, Stride =1,  

ReLU, kernel size=3, 64 

filters. 

7x64 

Phase 2 / 

Conv 21 
7x64 Conv 2 

1D Conv, Dilation rate = 

2, Stride =1,  

ReLU, kernel size=3, 64 

filters.  

7x64 

Phase 2 / 

Conv 22 
7x64 Conv 2 

1D Conv, Dilation rate = 

4, Stride =1,  

ReLU, kernel size=3, 64 

filters. 

7x64 

Concatenate 

Layer 2 

4 

Feature

s of 

7x64 

Conv 11, Conv 

12, Conv 21, 

and Conv 22 

Concatenate four feature 

maps (Conv 11, Conv 12, 

Conv 21, and Conv 22) 

7x25

6 

Max 

Pooli

ng 

Laye

r 2 

- 7x256 
Concatenate  

Layer 2 
Pool size=2 

3x25

6 

Flatte

n 

Laye

r 

- 3x256 
Max Pooling  

Layer 2 
Dropout=0.1 

768x

1 

Dens

e 

Laye

r 

- 768x1 Flatten Layer Number of Classes = 5 5x1 

These extracted features are flattened in Fully Connected (FC) Layer [8] and processed 

in dense layer with parameter names as number of class is equal to 5. Here, the sigmoid 

activation function is applied on the extracted dementia features for predicting five severity 

class labels like normal, very mild, mild, moderate and severe. The detailed description of 

parameters used in proposed MDCNN architecture is detailed in Table 2. The complete 

network is processed with all 75% of training data to learn the dataset features. These learned 

features or network weights are used for predicting class labels from both training and testing 

data.  
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3.4. Performance Calculation 

The dementia detection performance of five diagnosis class labels using proposed 

algorithm has been calculated using Accuracy, Precision, Recall and F1-Score is given in Eq. 

(8) to (11). 

                                                      Accuracy =  (tp+tn)/ (tp+fp+fn+tn)                               … (8) 

                                                      Precision= (tp)/ (tp+fp)                              

… (9) 

                                                     Recall =  (tp)/ (tp+fn)                                 … (10) 

                                                     F1-Score= (2tp)/ (2tp+fp+fn)                               

… (11) 

Here, the correctly identified number of positive dementia classes and negative class 

labels are called tp and tn respectively. The wrongly predicted positive dementia classes and 

negative class labels are defined as fp and fn respectively.  

4. Results And Discussion 

4.1. Performance of MDCNN 

 The imbalanced severity class labels of dementia dataset are pre-processed using 

SMOTE to rebalance their classes, which reduces overfitting and provides greater training & 

testing performance. These pre-processed data are divided into training and testing data. Here, 

training data are fed into MDCN architecture for extracting dementia severity features 

automatically. The extracted severity features are flattened and fed into sigmoid activation to 

predict targeted class labels. The complete MDCN network is trained with training data and 

their learning outcome stored as weights. Finally, the training and testing data processed with 

these learned weights to perform prediction of dementia severity class labels.  

Table 3: Performance of MDCNN based detection of dementia  

Dementia Dataset 

Method Name Accurac

y 

Precision Recall F1-Score 

MDCNN Training 0.97 0.99 0.99 0.99 

MDCNN Testing 0.96 0.97 0.97 0.97 

Average (Training, Testing) 0.97 0.98 0.98 0.98 
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Fig.3. Confusion matrix of MDCNN based detection of dementia 

The predicted training and testing class labels are compared with original labels from 

dementia dataset to find an evaluation. Table 3 shows the Performance of MDCNN based 

dementia detection and Figure 3 shows the Confusion matrix of the MDCNN based dementia 

detection. The average performance of proposed dementia detection achieves an accuracy 

value is 0.97, precision is 0.98, recall is 0.98 and F1-score is 0.98.   

4.3. Comparison of MDCNN algorithm with Machine Learning Methods 

The predicted dementia class labels of proposed pattern classification approach are 

compared with the calculated performance values of existing Naïve Bayes and Random Forest 

detection methods. Table 4 and Figure 4 depict the proposed method performance comparison 

with machine learning methods.  

Table 4: Proposed method performance comparison with machine learning methods 

 Dementia Data 

S. No Method Name Accuracy Precision Recall F1-

Score 

1 Naïve Bayes Training 0.83 0.86 0.84 0.84 

2 Naïve Bayes Testing 0.84 0.87 0.85 0.85 

3 Average (Naïve Bayes) 0.84 0.87 0.85 0.85 

4 Random Forest Training 0.75 0.64 0.75 0.68 

5 Random Forest Testing 0.74 0.61 0.74 0.66 

6 Average (Random 

Forest) 

0.75 0.63 0.75 0.67 

7 Proposed Method 

Training 

0.97 0.99 0.99 0.99 

8 Proposed Method 

Testing 

0.96 0.97 0.97 0.97 

9 Average (Proposed 

Method) 

0.97 0.98 0.98 0.98 
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Fig.4. Proposed method performance comparison with machine learning methods 

Naïve Bayes yields an accuracy value is 0.84, precision is 0.87, recall is 0.85 & F1-

score is 0.85 and Random Forest produces an accuracy value is 0.75, precision is 0.63, recall 

is 0.75 and F1-score is 0.67. Random Forest method produces higher performance than Naïve 

Bayes classifier. These methods depend on hand crafted features to get higher performance. 

Thus, our proposed dementia detection method achieves 15% higher accuracy than Naïve 

Bayes and 29% higher accuracy than Random Forest methods.  

4.4. Comparison of MDCNN algorithm with Deep Learning Methods 

The predicted proposed detection results are compared with the calculated performance 

values of existing Radial Basis Function (RBF) network and CNN networks. Table 5 and 

Figure 5 depict the proposed method performance comparison with these deep learning 

methods.  

 

Table 5: Proposed method performance comparison with deep learning methods 

 Dementia Data 

S. No Method Name Accuracy Precision Recall F1-

Score 

1 RBF Network Training 0.85 0.93 0.89 0.88 

2 RBF Network Training 0.80 0.88 0.80 0.78 

3 Average (RBF Network) 0.83 0.91 0.85 0.83 

4 CNN Training 0.89 0.93 0.93 0.93 

5 CNN Testing 0.93 0.94 0.94 0.94 

6 Average (CNN) 0.91 0.94 0.94 0.94 

7 Proposed Method 

Training 

0.97 0.99 0.99 0.99 

8 Proposed Method Testing 0.96 0.97 0.97 0.97 

9 Average (Proposed 

Method) 

0.97 0.98 0.98 0.98 
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Fig.5. Proposed method performance comparison with deep learning methods 

 

The average performance of RBF network yields an accuracy value is 0.83, precision 

is 0.91, recall is 0.85 & F1-score is 0.83 and the average performance of CNN network 

produces an accuracy value is 0.91, precision is 0.94, recall is 0.94 and F1-score is 0.94. Thus, 

the CNN method produces higher performance than RBF network classifier. Contrasting these 

methods, our proposed dementia detection method achieves 17% higher accuracy than RBF 

and 7% higher accuracy than CNN methods.  

5. Conclusion 

The diagnosis of dementia and their severity type at an early stage is difficult and 

challenging task. In this research, an automated MDCNN based classification approach is 

proposed for early detection of dementia severity classes from a collected dataset. The 

imbalanced class labels from dataset are rebalanced using SMOTE for getting more reliable 

and accurate performance. These rebalanced data are trained and tested using proposed 

MDCNN algorithm to extract the dementia severity features automatically. The performance 

of proposed dementia detection achieves an accuracy value is 0.97, precision is 0.98, recall is 

0.98 and F1-score is 0.98, which is comparatively 7% higher accuracy than the recent deep 

neural network methods.  
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