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Abstract 

To protect and control the public and private crowd, the anomaly detection system is 

introduced. In addition, the security mechanism should be improved. When an abnormality is 

detected, an anomaly detection system must be used to warn the crowd. The government, 

particularly in private and public congested areas, requires a low-cost solution to offer safety 

today. Thus the Deep Learning based computer vision technique provides efficient methods 

for private and public safety. The anomaly detection system will be very cooperative if the 

event videos on the web can be routinely categorized into predefined classes. Video event holds 

visual information of anomaly which can be detected on a frame basis using Convolution 

Neural Network (CNN). The main goal of the proposed system is to recognize anomaly on 

various crowd videos.  The proposed system has applied CNN baseline and VGG-16 for crowd 

video anomaly detection. The computation result of the anomaly detection system is analyzed 

and quantified as a good results. 

Key words: Convolution Neural Network (CNN), Deep Learning, VGG-16, CNN baseline, 

Anomaly Detection. 

 

1. INTRODUCTION 

Now a days the developed countries are improving the security system to defend and 

manage the public and private crowd. People need security in mass assemblies, public and 

private events.  Anomaly detection is a perilous issue in a crowded places. Since Anomaly has 

made injuries and damages in public area. Sometimes if any anomaly has occurred in a crowded 

area, the anomaly detection is essential to protect people and the environment without any 

severe impairment. When the anomaly is perceived, alerting crowd by an alerting system is 

very imperative. Particularly in private and public crowded area, the government needs a 

solution to provide safety now- a- days with low cost. Thus the Deep Learning based computer 

vision technique [1],[2],[3],[4] provides efficient methods for private and public safety. And 

also the technique affords real time video surveillance system for crowd management. 

 

The proposed system of anomaly detection implements an essential and requisite phase 

in the process of assessing the video events (Musical Function, Public Meeting, Bazaar, and 

Protest).  Video event [5,6] holds visual information of anomaly which can be detected on a 

frame basis using Convolution Neural Network (CNN).  In the proposed system CNN model[7] 

has been initiated and implemented with high resolution video event frames. The Figure 1 

shows the steps of  anomaly detection system. The huge amount of trained data is used for 

working out the CNN model. The anomaly detection system[8] will be very cooperative if the 

event videos on the web can be routinely categorized into predefined classes.The alerting 
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system  is in different forms such as tones, voice and alert message. After detecting anomaly 

in the crowd, the alarm system should intimate through message or make sound automatically. 

 

Figure1: Steps involved in the anomaly detection system. 

 

II. RELATED WORK 

 

Solmaz et al., (2018) [9] proposed a framework to identify multiple crowd behaviors through 

stability analysis for dynamical systems, without the need for object detection, tracking, or 

training. The proposed method is deterministic and cannot capture the randomness inherent in 

the problem without a stochastic component.  

Chen et al., (2013)[10] proposed a real-time system, in this, each isolated region is considered 

as a vertex. A human crowd is thus modeled by a graph. Delaunay triangulation is used to 

systematically connect vertices. Therefore the problem of event detection in human crowds are 

formulated by measuring the topology variation of consecutive graphs in temporal order.  

Nuria Pelechano et al., (2006) [11] have shown a significant improvement in evacuation rates 

when using inter-agent communication. The grouping behavior that emerges can also be 

observed when there are a high percentage of dependent agents in the crowd. Only a relatively 

small percentage of trained leaders yield the best evacuation rates. These results can be realized 

in real-time with either simple 2D or 3D viewer. This approach could be improved by adding 

individualism into Helbing’s model so that agents would have different local motions 

depending on their roles. 

Crowd analysis (Andrej Karpathy et al., 2014)[12] had incredible advancement from crowd 

scene understanding. The scene understanding is a must in computer vision based technique. 

The standard video classification method involves three main levels, first local visual features 

that describe a region of the video contents are extracted either densely or at a sparse set of 

interest points.  Next, the features get combined into a set sized video stage description. Finally 

it quantizes all features using a learned dictionary and accumulates the visual phrases over the 

image into histograms of varying spatial-temporal positions. Using local features to learn body 

parts is the best approach to human detection. Part-based approaches that model an object as a 

rigid or deformable configuration of parts are shown to be very effective for occlusion 

handling. 

Video clips with different characteristics mainly captured in different scenes to identify 

objects based on scenes in the crowd from various cultures (Dehghan et al.2014)[13]. 

Background modeling of each scene is essential thing in a video content analysis system. Thus 

the system determined to separate the video clips in order to identify scene types.  
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III. PROPOSED SYSTEM 

The main goal of the anomaly detection system is to recognize anomalies (abnormal 

events) in various crowd videos as shown in Fig.2 In the proposed system, the CNN model 

detects four abnormal events namely fire, fighting, protest, and running with fear in the crowd 

video. In this work, two architectures namely, CNN baseline and VGG-16 models are proposed 

for crowd video anomaly detection.  

The performance of both the architectures is evaluated and compared to identify the best model 

for anomaly detection. 

 

Fig. 2 Anomaly Detection in Crowd Videos 

3.1 Proposed CNN Baseline Model for Anomaly Detection 

 

Fig. 3 Proposed CNN Architecture for Crowd Density Estimation 

Fig. 3 shows the architecture of the CNN baseline model used in the anomaly event 

classification system. In the input layer, each pixel of the input image is represented by a 

neuron. The hidden layer consists of three convolution layers. 

 

 

Table 1. Parameters of CNN Baseline Model 

Parameter     Description   

Input size  148 ×148 
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Colour channels 3 (RGB) 

Filter size  3 × 3 

Activation  function  Rectification Linear Unit (ReLU) 

Pooling layer  Max Pooling 

Max pooling size  2 × 2 

Stride  1 

Final layer  Softmax  

Dropout 0.5 

The convolution output size must be the same as the size of the input image (150 × 150). The 

convolution operation is performed for RGB color channels of the input image. The output 

softmax layer classifies four anomaly events. The architecture used for the event detection 

system is used in this anomaly event detection task as well. Table 1 shows the parameters of 

CNN model for detecting four different anomalies in task. 

3.2 VGG-16 Model for Anomaly Detection 

Table 2 shows the parameters of VGG-16 modelfor detecting four different anomalies in this 

the task. 

Table 2 Model Parameters of VGG-16  

Parameter Description  

Input size 224 × 224  

Colour channels  3 (RGB)  

Filter size  3 × 3  

Activation  function  Rectification Linear Unit (ReLU)  

Pooling layer  Max pooling  

Max pooling size  2 × 2  

Stride  2 

Final layer  Softmax (multi class)              

Total number of layers  16 

Frozen layers  1to12  

 

IV EXPERIMENTS AND RESULTS 

 

 A new data set has been created with 5000 images. The abnormal event frames are 

collected from different events namely Jallikattu, Marriage, Shopping, Sports, Temple, 

Bazzaar, and Protest. In the data set, randomly selected 1000 images for each anomaly category 

are a training set and 500 images from all four categories are a validation set. The test set has 

500 images to test the performance of the anomaly detection system. From each anomaly 

category the test set has 100 frames, and 100 false images collected from other videos also 

stored in a test container.    

Deep learning is established for anomaly detection by training the CNN models through 

4000 frames of training samples. The validation phase used 500 frames from four 

differentevents. Table 3 shows the validation results of CNN models for a different number of 

epochs. The validation results show that baseline model performs well. Fig. 4 shows the 

training and validation accuracy of the CNN Baseline and VGG-16 model for different epochs. 
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Table 3 Effect of Epochs on Validation Accuracy 

Epoch Baseline Model Accuracy (%) VGG-16 Accuracy (%) 

21 89 82 

22 89 84 

23 90 85 

24 92 86 

25 92 86 

26 96 86 

 

The validation results of the CNN baseline and VGG-16 model are illustrated in Fig 4. The 

system shows significant variations in performance for the CNN baseline for each epoch.  The 

CNN baseline gives 92% validation accuracy 

 

. 

 

 

 

 

Fig. 5 Validation Accuracy of Anomaly Detection System 

During the testing phase, the proposed model classifies and labels the frames in the test 

set. The performance of the anomaly detection system is analyzed and quantified as precision, 

recall, and F-Score. The results of CNN baseline and VGG-16 models are given in Table 4. 

The results show that the CNN baseline model performs well with 0.92 F-score when compared 

to the VGG-16 model which shows 0.87 F-Score.  

Table 4 Performance of Anomaly Detection System  

Model Precision Recall F-Score 

CNN Baseline 0.92 0.93 0.92 

VGG-16 0.86 0.87 0.87 

 

V. CONCLUSION 

The two different tasks of crowd analysis are introduced two different CNN classifiers 

(CNN Baseline and VGG-16). The CNN Baseline is used with three layers with suitable 

modified parameters. The VGG-16 model is introduced with a transfer learning method. The 

CNN performs well for all tasks of crowd management system when compared to VGG-16. 

The performance of the CNN baseline and VGG-16 model are evaluated as true positive, true 

negative, false positive and false negative. The CNN baseline method gives 92 percent of 

accuracy. 
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