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Abstract 

Clustering contains various significant applications on machine learning, image segmentation, data 

mining, pattern recognition. Hence, a clustering proper selection is more important in feature selection. 

In this manuscript, Feature Selection (FS), Clustering using Grasshopper Optimization Algorithm 

(GOA) is proposed and implemented in two dataset such as NSL-KDD and UNSW-NB15 for providing 

effective feature selection. These 2 datasets have many features, in which only a limited count of 

features contributes to clustering. Noise and unwanted data will be generated as the dimension of the 

space covering all the features will be huge as well as unclean, thus reducing accuracy of clustering. 

The effective feature selection technique will remove sound, redundant, redundant data, so the 

Grasshopper Optimization Algorithm with the feature selection method is proposed.  The simulation 

process is executed in the MATLAB platform. In NSL-KDD data set, the proposed method attains high 

accuracy 25.6% and 20.45%, low mean square error (MSE) 70.55% and 71.33%, low Entropy 63.55% 

and 60.33%, low processing time 40.55% and 40.22% shows better performance when comparing with 

the existing method such as Feature Selection and Clustering Using hybrid GWO–GOA and Feature 

Selection and Clustering Using Quantum Whale Optimization Algorithm (QWOA). Finally, the 

proposed technique provides best clustering accuracy with low computational time. 

Key Words: Feature Selection and Clustering, Grasshopper Optimization Algorithm, NSL-KDD and 

UNSW-NB15. 

 

1. Introduction 

Clustering approaches show a significant part on guiding user towards the goal in feature selection. 

Clustering contains several significant applications at machine learning, image segmentation, data 

mining, pattern recognition. Furthermore a use of feature selection shows an important part in setting 

efficient, enhanced decision schemes. Feature selection methods support to attain relevant, non-

redundant types, which decrease the system difficulty based on time, space. Decrease the related types 

offer best efficiency. FS is significance in design recognition, data analysis, multimedia information 

retrieval, processing of medical data, machine learning, data mining.  

The effective feature selection procedure lowers the price of measurement feature, improves efficiency, 

accuracy of clustering. A better clustering can be obtained if significant features are used. K-Means is 

simple in entire clustering methods and offers good clustering outcomes, but it’s contains drawbacks 

like as sensitivity to early cluster center selection.  
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To overcome these issues, in this manuscript, FS, Clustering utilizing GOA is proposed and 

implemented in two dataset such as NSL-KDD and UNSW-NB15 for providing effective feature 

selection These 2 datasets have many features, in which only a limited count of features contributes to 

clustering. Noise and unwanted data will be generated as the dimension of the space covering all the 

features will be huge as well as unclean, thus reducing accuracy of clustering. The effective feature 

selection technique will remove sound, redundant, redundant data, so the Grasshopper Optimization 

Algorithm with the feature selection technique is proposed.   

The major contributions of this work are  

• In this manuscript Feature Selection and Clustering using Grasshopper Optimization Algorithm 

is proposed and implemented in two dataset such as NSL-KDD, UNSW-NB15 to providing 

effective feature selection. 

• Here, 2 types of dataset that is set NSL-KDD, UNSW-NB15 data set are used. These 2 datasets 

have many features, in which only a limited count of features contributes to clustering.  

• Noise and unwanted data will be generated as the dimension of the space covering all the 

features will be huge as well as unclean, thus reducing accuracy of clustering.  

• The effective feature selection technique will remove sound, redundant, redundant data, so the 

Grasshopper Optimization Algorithm with the feature selection technique is proposed [10]. 

• The simulation process is executed in the MATLAB platform. 

• Here, the evaluation metrics analyse Mean squared error (MSE), Entropy, accuracy, processing 

time etc. Then, the performance is likened with the proposed system using two existing methods 

such as Feature Selection and Clustering Using hybrid GWO–GOA [11] and Feature Selection 

and Clustering Using Quantum Whale Optimization Algorithm (QWOA)[12]. 

• Finally the proposed method provides best clustering accuracy with low computational time. 

Remaining manuscript is mentioned as below. Section 2 delineates that literature survey. Section 3 

describes the feature Selection and Clustering Using Grasshopper Optimization Algorithm. Section 4 

illustrates that result and discussion. At last, Section 5 concludes the manuscript 

2. Literature Review 

Among the frequent research work on Feature Selection and Clustering method; some of the latest 

investigations were assessed in this part. 

In 2020, Purushothaman, et. al [11] have presented a functional selection technique aimed at increasing 

the text clustering approach's reliability and reducing the count of uninformed attributes. The suggested 

method provides a mature integration rate, needs less computational time, was trapped in local minima 

at lower dimensional space. Then text feature selection was performed via choosing a local optimization 

from in text file with selecting a better global optimization from local optimal using hybrid GWO–

GOA. This algorithm raises a consistency, minimal a computational time cost. Compared to the GWO, 

GOA, the presented hybrid GWO–GOA approach suggested method exposes efficacy 87.6%. 

In 2020, Agrawal et al [12] have presented Quantum Whale Optimization Approach (QWOA) for a 

combined feature selection of Quantum Concepts, Whale Optimization Algorithm (WOA). The 

suggested technique improves a exploration, the classical WOA exploitation power, using population 

characters' quantum bit representation, the quantum rotation gate operator as a difference operator. 

Investigational outcomes show the higher efficiency of recommended QWOA technique. Statistical 

experiments determine the significant efficiency of QWOA likened to 8 well-known meta-heuristic 

methods. 

3. Proposed methodology for Feature Selection and Clustering using Grasshopper Optimization 

Algorithm 

In this manuscript, FS as well as Clustering utilizing GOA is proposed and implemented in two dataset 

such as NSL-KDD and UNSW-NB15 for providing effective feature selection. These 2 datasets have 

many features, in which only a limited count of features contributes to clustering. Noise and unwanted 
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data will be generated as the dimension of the space covering all the features will be huge as well as 

unclean, thus reducing accuracy of clustering. The effective feature selection technique will remove 

sound, redundant, redundant data, so the Grasshopper Optimization Algorithm with the feature selection 

method is proposed. 

3.1 Data set Acquisition 

There are two set of data set are utilized to evaluate the proposed technique. This is NSL-KDD and 

UNSW-NB15 data set [13, 14]. 

3.2 Feature selection (FS) and clustering 

Here, FS is more important before resolving the clustering issues. FS is used in design recognition, data 

analysis, multimedia information retrieval, processing of medical data, machine learning, data mining. 

The effective feature selection process decreases the price of feature measurement, increases efficiency, 

accuracy of clustering. A better clustering can be attained if significant features are utilized.  

This manuscript attempts to locate a better data clustering by first performing a feature selection, 

selecting features to clustering. Hence, Grasshopper Optimization Algorithm with feature selection 

technique is proposed for providing effective feature selection which improves clustering accuracy. 

3.2 Grasshopper Optimization Algorithm (GOA)  

The proposed GOA approach mimics the performance of grasshopper swarms in nature to solve 

mathematically designs with optimisation issues. Grasshoppers are insects. It’s considered pests due to 

damage to crop production, agriculture. The single feature of the grasshopper group is that swarm 

behaviour is established in nymph, adulthood. The major feature of swarm on a larval stage is the slow 

movement with the grasshoppers' of small steps. In difference, long- range as well as abrupt movement 

is a swarm in adulthood an essential feature. Searching of food is another important characteristic of 

the grasshoppers swarm. 

GOA for Data Clustering Problem 

Each element in GOA contains several elements as count of data points. Every particle maps to a data 

point, the element value provides a cluster belonging to element. 

If the data points ),....,( 21 MyyyY =  then the thj element jS '  denoted as ),....,(' 21 mj xxxS = , where 

ix represents the cluster to which 
thi  data point iy belongs. If there is 'K  clusters, then ix is a value 

among 1, 'K . The swarm candidate denotes a count of solutions (clustering). Here, centroid of jS '  

particle denotes the data clustering in equation (1) 
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 From equation (1) iD  represents the total count of data points on cluster i . Here, fitness function is 

calculated every element as well as likened by its own better earliest fitness value, to entire particles' 

better fitness in a swarm. Then, the fitness value determined is in equation (2). 
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Where )1,0(iz , for this 0 means 
thi feature is absent, 1 means 

thi  feature is current. A clustering with 

a low value of 'F is an enhanced clustering of points. The numerator of 'F  is the sum of all squared 

error (SSE) of entire points from its centroid, denominators by, among distances of class. 

 

GOA with Feature selection (FS) 

Here, FS is a significant factor that influences clustering. There are many features in a database that 

only a limited count of features contributes to clustering. With completely these features, the outcomes 

in dimension of the space are large, unclean causing noise, unwanted data, therefore humiliating 

clustering accurateness. GOA with feature selection works similarly based on GOA with additional 

feature selection property with velocity and position functions, in which features are chosen in a random 

basis with fitness value is calculated in (2) only chosen features are consider. Here, step by step 

procedure of GOA with Feature selection is described as follows: Fig 1 displays the proposed GOA 

method’s block diagram, 
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Figure 1: Block diagram of proposed GOA method 
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Step 1: Initialization and random Generator 

The initial M  particles are formed randomly with features that are selected randomly. Let’s keep, the 

dataset contains m  data points or instances with c features or dimensions to every particle, and then 

the random behaviour is given in equation (3). 

j
k

j
k

j mrdrY '

2

'

1' +=                                                                                                         (3)               

From equation (3) jY '  represents the 
thi  grasshopper position, 21 randr are random counts that is [0, 

1], 
'' k

j

k

j mandd  are the features of the 'K  cluster. 

Step 2: Fitness function  

In this, the fitness function is evaluated to get the objective function to maximize the efficiency and 

clustering accuracy. In this, the clustering accuracy and clustering efficiency maximization, that is given 

in equation (2). 

Step 3: Position of grasshopper movement 

In the grasshopper movement's process, social interaction 1'J  plays an important part. Then can be 

formulated in equation (4). 
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 is a unit vector of two grasshoppers. Euclidean distances between 

two grasshoppers are denoted as gg xxd ''' 11 −= .  

Step 4: Position searching of grasshopper 

For search the position searching, the social interaction of grasshopper is more important. The intensity 

of social interaction 'j can be calculated in equation (5). 
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From equation (5) the intensity attraction is represented as 'f , attractive length scale can be indicated 

as 'l . 

Step 5: Update the position of grasshopper for maximizing the clustering accuracy 

Grasshoppers quickly reach their comfort zone in equation (4). The formula has improved to make the 

algorithm close to the optimum solution of clustering accuracy, to integrate at a certain point. Let h
dJ 1'  

represent the position of grasshopper h in 
thd dimension. The improved formula is given in equation 

(6)  
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From equation (6) 21 '' candc  utilized to simulate the grasshoppers' slowdown process, which accessed 

the position of food gradually, finally consume a food, dT ' represents a 
thd  dimension of the search 

agent. Using this equation (6) the maximization of clustering accuracy and efficiency can be attained. 

Step6: Termination 

In this step, if the optimal solution is achieved, then iteration is stopped if not the step 1 to 5 are repeated 

until the criteria are met. Finally the GOA algorithm provides maximal clustering efficiency and 

accuracy.  

4. Result and discussion  

Here, Feature Selection and Clustering using GOA is proposed and implemented in two dataset such as 

NSL-KDD and UNSW-NB15 for providing effective feature selection which improves the clustering 

accuracy. The simulations are performed in PC with Intel Core i5, 2.50 GHz CPU, 8GB RAM, Windows 

7. The simulations executed in MATLAB. Then, the calculation metrics like MSE, Entropy, accuracy, 

processing time are analysed. Here, the performance is likened with the proposed system using two 

existing methods such as Feature Selection and Clustering Using hybrid GWO–GOA and Feature 

Selection and Clustering Using QWOA. The simulation parameters of the proposed approach are 

exposed in Table 1 

Table1: Parameters used in simulation 

           Simulation parameters                    values 

Population size 10=M  particles 

 inertia weight ω 0.79 

No of iteration 650 

Constant values 
21 '' candc =2 

 

4.1 Data set description 

The proposed model having the comparison analysis is carried out into two dataset. The two datasets 

are NSL-KDD, UNSW-NB15 dataset. The data set description is shown below table2. 

Table2: Data set description of NSL-KDD, UNSW-NB15 data set 

Data set Count of 

instances 

Count of features Count of attack 

NSL-KDD 125,973 41 features 5 

UNSW-NB15 2,540,044 45 features 10 

 

4.2 Performance Comparison 

4.2.1 Performance metrics For NSL-KDD Dataset 

Here, the performance of NSL-KDD dataset is likened with two existing methods, like Feature Selection 

and Clustering Using hybrid GWO–GOA and Feature Selection and Clustering Using Quantum Whale 

Optimization Algorithm (QWOA). Here assessment metrics like MSE, Entropy, accuracy and 

processing are analysed. Table 3 shows the performance metrics of NSL-KDD dataset. 



Vivek Parganiha1, Soorya Prakash Shukla2, Lokesh Kumar Sharma3 

 

4740 
 

Table 3:  Performance metrics of NSL-KDD dataset (selected features=13) 

Methods Features 

selected 

Fitness 

values 

Mean 

squared 

error 

(MSE) 

Entropy Accuracy Processing 

time 

hybrid GWO–

GOA 

All(41) 1.202 1.007 1.456 .68 2.45sec 

QWOA All(41) 0.382 0.302 1.102 .60 1.45sec 

GOA(proposed) 13 0.063 0.072 1.302 .94 .63sec 

In table 3 the fitness values of the proposed method are 73.55% and 60.33% lesser than the existing 

techniques. The MSE of the proposed technique is 70.55% and 71.33% smaller than the existing 

techniques. The Entropy of the proposed technique is 63.55% and 60.33% smaller than the existing 

methods and processing time of the proposed method is 40.55% and 40.22% lesser than the existing 

techniques, and Accuracy of the proposed method 25.6% and 20.45% high when compared to the two 

existing methods such as hybrid GWO-GOA and QWOA.  

4.2.2 Performance metrics For UNSW-NB15 Dataset 

The performance of UNSW-NB15dataset is likened with two existing methods, like Feature Selection 

and Clustering Using hybrid GWO–GOA and FS and Clustering utilizing QWOA. Here assessment 

metrics like MSE, Entropy, accuracy, processing are analysed. In table 4 tabulates the performance 

metrics of NSL-KDD dataset. 

Table 4:  Performance metrics of UNSW-NB15 dataset (selected features=10) 

Methods Features 

selected 

Fitness 

values 

Mean 

squared 

error 

(MSE) 

Entropy Accuracy Processing 

time 

hybrid GWO–

GOA 

All(45) 1.302 1.007 1.456 .68 3.45sec 

QWOA All(45) 0.392 0.302 1.102 .70 2.45sec 

GOA(proposed) 10 0.073 0.072 1. 402 .95 .73sec 

 

In table 4 the fitness values of the proposed method is 70.55% and 62.33% lesser than the existing 

techniques. The MSE of the proposed technique is 63.55% and 50.33% smaller than the existing 

techniques. The Entropy of the proposed technique is 63.55% and 50.33% smaller than the existing 

methods and processing time of the proposed method is 43.55% and 60.33% lesser than the existing 

techniques, and Accuracy of the proposed method 22.6% and 21.45% high when compared to the two 

existing methods such as hybrid GWO-GOA and QWOA.  

5. Conclusion 

In this manuscript, FS and Clustering utilizing GOA is proposed and implemented in two dataset such 

as NSL-KDD and UNSW-NB15 for providing effective feature selection. These 2 datasets have many 

features, in which only a limited count of features contributes to clustering. Noise and unwanted data 

will be generated as the dimension of the space covering all the features will be huge as well as unclean, 

thus reducing accuracy of clustering. The effective feature selection technique will remove sound, 

redundant, redundant data, so the Grasshopper Optimization Algorithm with the feature selection 

technique is proposed. Finally the proposed technique provides best clustering accuracy with low 

computational time. The simulation process is executed in the MATLAB platform. The UNSW-NB15 

data set of the proposed method attains high accuracy 22.6% and 21.45%, low mean square error (MSE) 

63.55% and 50.33%, low Entropy 63.55% and 60.33%, low processing time 43.55% and 60.33% shows 
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better performance when comparing with the existing method such as Feature Selection and Clustering 

Using hybrid GWO–GOA and Feature Selection and Clustering Using Quantum Whale Optimization 

Algorithm (QWOA). 
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