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Abstract. Emotions are an indistinguishable part of human existence. These feelings impact human 

navigation and assist us with conveying to the world in a superior manner. Feeling identification, 

otherwise called Emotion acknowledgment, is the interaction of distinguishing an individual's 

different sentiments or feelings (for instance, euphoria, pity, or fierceness). Scientists have been 

endeavoring to robotize feeling acknowledgment for the recent years. Notwithstanding, a few 

proactive tasks, for example, pulse, shuddering of hands, perspiring, and voice pitch moreover 

convey an individual's enthusiastic state, in any case, feeling discovery from text is very hard. 

Furthermore, different ambiguities and new shoptalk or phrasings being presented as time passes 

make feeling location from text really testing. Besides, feeling identification isn't simply limited to 

distinguishing the essential mental conditions (cheerful, miserable, outrage); all things considered, 

it will in general reach up to 6-scale or 8-scale contingent upon the inclination model. 

Keywords : Emotion Detection, Natural Language Processing, Sentiment Analysis, Text-Based 

Emotion Detection 

 
I. Introduction: 

The field of ED has also be applied in applications such as emotion retrieval from suicide 

notes[1][2]capturing emotions in multimedia tagging,[3] detecting illegal sentences in 

conversations,[4] and soon. However, whereas detecting emotions from voice/speech, images, and 

other multimodal methods have an exhaustive knowledge base, there exists great paucity in research 

for texts. This is because unlike multimodal methods, texts may not portray peculiar cues to 

emotions. [5] Also, the hurdle of detecting emotions from short texts, emojis, and grammatical errors 

could be back-breaking coupled with the continuous evolution of new words as a result of language 

dynamics. Furthermore, due to the infantile stage of research in the field, knowledge of appropriate 

detection techniques and the inadequacy of emotion dictionaries available for the detection present 

significant challenges. Regardless, the emergence of web 2.0 makes it crucial to explore the vast 

quantum of texts available on the internet for detecting emotions for an enhanced human and 

computer interactions (HCI). 

 
 

Figure. 1. Challenges in Sentiment and Emotion Analysis 
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As of late, I've been doing some examination in NLP (Natural Language Processing, a subfield of 

software engineering, worried about collaborations among PCs and human dialects) and how to 

utilize it on our everyday schedule. There is a ton of work on fields like machine interpretation 

(Google Translator), exchange specialists (Chatbots), message characterization (feeling examination, 

point naming) and numerous others. 

Contemplating NLP information, it is feasible to say that there is a ton of it, taking into account that 

great many web-based entertainment posts are being made consistently. On the off chance that that 

isn't adequate, there is an immense number of books, articles, and different sources. 

Taking the informal organization, it has turned into an instrument where a client can offer his 

viewpoints and sentiments. Likewise, it's a decent method for remaining tuned to the occasions all 

over the planet. We could utilize its information and cycle it to obtain a few intriguing outcomes. 
 

II. Literature review: 

There are various levels where opinions can be dissected, specifically archive, sentence and 

viewpoint levels. At archive level, the entire survey is considered as a fundamental data unit and is 

then characterized into positive, negative or unbiased suppositions. Additionally, sentences are 

viewed as short records. The feeling in the record not entirely settled for the report all in all, 

which explains the opinion related to the objective. For this situation, the assessment holder 

could have a positive assessment in regards to the element yet probably won't be happy with every 

one of the "viewpoints" of that objective. To concentrate such data, viewpoint based order is utilized. 

Viewpoint based examination covers the two substances and perspectives. It does as such by 

deteriorating the element into angles (viewpoint extraction), then characterize every perspective 

opinion into positive, negative or unbiased (angle feeling grouping), lastly, sum up the aftereffects of 

the past advances. 

Another feeling examination level that has been considered is the idea level [6]. Dissimilar to word-

based approaches, idea level opinion examination centers around the semantic investigation of text 

using web ontologies and semantic organizations. This permits the mix of reasonable and emotional 

words related with normal language. For instance, if the idea "Distributed computing" is parted into 

two words, "cloud" would be wrongly connected with the climate. Notwithstanding, idea level 

feeling investigation is restricted by the limits of the information base and by the way that it neglects 

to distinguish significant talk structure data that is fundamental for successfully recognizing the 

extremity communicated by normal language suppositions [7]. 

In this paper, our anxiety is perspective based feeling investigation, which is one of the degrees of 

opinion arrangement. It contains viewpoint or element extraction, opinion extremity expectation and 

grouping, and feeling conglomeration [8,9]. Viewpoints extraction in opinion examination is 

presently turning into a functioning area of exploration as it is the most essential undertaking in the 

angle based acknowledgment [4,5]. Viewpoint based opinion investigation is the interaction where 

feelings in regard to various angles are recognized [10]. Angles are traits, attributes, or elements of 

an item or administration. Angle extraction stage includes the distinguishing proof of these survey 

qualities through buyers' remarks to recognize perspectives. Then, the extremity expectation and 

grouping happen to choose if the perspective opinion extremity signifies positive, negative or 

nonpartisan direction as well as its solidarity or tone level [11]. In the past model, "astonishing" 

means a positive feeling extremity towards the "plan" angle. The last advance is to sum up the 
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outcomes as per the separated perspectives and their comparing ordered extremity. This outline is 

fundamental to decide the qualities and shortcomings of every viewpoint inside the application and 

contrasted with others. This outline of results should be possible, subjectively through message 

based collected assessments rundown [12], or quantitatively through graphical and logical portrayal 

[13]. 

To mechanize the outline of audits, perspective words are gathered into angles classes. In a solo AI 

approach, the model attempts to sort out the information and concentrate highlights all alone. 

Nonetheless, when the angle classes are known ahead of time, and there is sufficient preparation 

information accessible, an administered AI way to deal with perspective classification and extremity 

identification is attainable and may yield better outcomes [14]. Then again, semi- administered 

approaches utilize a little arrangement of marked information to name a bigger arrangement of 

unlabeled information [15]. 

Surveys angles are space subordinate and vary from a setting to another. Perspective based feeling 

investigation has been comprehensively utilized in various application spaces, for example, items 

audits, web-based entertainment, inn surveys and eatery audits. 

Specialists have announced different methodologies to remove viewpoints from literary assets. For 

example, Samha et al. [16] utilized incessant Part of Speech (POS) labels and rules notwithstanding 

assessment vocabulary to recognize perspectives and assessment words from audits as well as 

gathering them into classifications and sum up the outcomes. POS is the method involved with 

increasing a word in a text as comparing to a specific grammatical feature (for example action word, 

modifier, relational word, and so on), as per the word's definition and setting [15]. Devi et al. [17] 

proposed a component based approach for opinion investigation utilizing Support Vector Machine 

(SVM). The creators gathered item audits on workstations from web based business stages like 

Amazon and eBay. SentiWordNet, which is a lexical asset for feeling order and assessment mining 

applications, was utilized to distinguish objective sentences and later to recognize the extremity for 

the assessment words. Besides, POS labeling was utilized to remove viewpoint terms from the 

dataset. The creators utilized Stanford parser to remove the assessment words and to track down the 

linguistic conditions to decide the association between the assessment words and perspectives 

extricated in the past advance. The conditions likewise help with deciding the refutations that were 

considered in computing the extremity score. The SVM classifier was utilized to order angles and 

decide their feeling extremity score. The consequence of the SVM classifier is a bunch of vectors 

that contain perspectives and its viewpoint words for each audit. The exhibition accomplished 

critical outcomes with by and large precision of 88.16%. 

Also, Manek et al. [18] proposed a component determination strategy in light of Gini file. The 

creators involved SVM classifier to foresee opinion polarities for a motion pictures' audits dataset. In 

their methodology, the audits were pre-handled with tokenization, case change, sifting stop words and 

stemming. Further, the Term Frequency/Inverted Document Frequency (TF/IDF) has been taken on 

with the weighting instrument involving Gini Index as an element determination approach. This 

aided in estimating the pollutant of the characteristic for classification and making of the component 

vector for the best 50 ascribes as per the Gini contamination list esteem. Then, at that point, the SVM 

classifier was applied to prepare and test the model. This approach accomplished huge outcomes 

with by and large precision of 92.81%. 

The presentation of the SemEval rivalry brought about an ascent to the quantity of proposed 

strategies for perspectives extractions. For example, Mubarok et al. [19] utilized opinion 
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examination and characterization strategies to decide the feeling extremity of eateries surveys 

utilizing the SemEval 2014 dataset. Include extraction was performed utilizing Chi Square, bringing 

about higher computational speed in spite of decreasing the framework execution. Credulous Bayes 

order of feeling extremity was utilized to arrange the two perspectives and opinions. The assessment 

results showed that the framework performed well with a most noteworthy score of 78.12% for the 

F1-Measure. Al-Smadi et al. [20] proposed two administered 

AI draws near, to be specific profound repetitive brain organization (RNN) and SVM. The creators 

intended to examine three unique errands; angle classification distinguishing proof, viewpoint 

assessment target articulation (OTE), and perspective feeling extremity ID. The Arabic Hotels' 

audits dataset from the SemEval-2016 structure were utilized to assess the effectiveness of the 

proposed approaches. When contrasted with standard explores, the outcomes demonstrated that SVM 

outflanks the profound RNN in every one of the examined errands. In any case, the profound RNN 

was viewed as more proper and quicker as far as preparing and testing execution time. Besides, Al-

Smadi [21] utilized two utilizations of profound learning long transient memory (LSTM) brain 

networks for angle based feeling investigation of Arabic inns' surveys. The main application was a 

person level bidirectional LSTM with a contingent irregular field classifier utilized for perspective 

OTE extraction. The subsequent application was a viewpoint based LTSM for angle feeling direction 

characterization. The assessment results demonstrated an improvement of 39% contrasted with 

standard exploration for the angle OTE extraction application and 6% for the direction arrangement 

application. In like manner, Al- Ayyoub et al. [22] proposed an administered AI improved way to 

deal with extricate viewpoints and arrange opinions for lodgings' Arabic surveys in the SemEval-

2016 dataset too. The methodology comprised of three errands, in particular recognizing viewpoint 

classes, separating the assessment targets, and distinguishing the feeling extremity. Assessment 

results demonstrated that the review approach beat the benchmark approaches utilizing the equivalent 

dataset. 

Then again, García-Pablos et al. [23] introduced W2VLDA, a perspective feeling characterization 

framework that requires negligible oversight and doesn't need language or space explicit assets. The 

framework can recognize assessment words from perspective terms in a solo manner. The main 

management expected by the client is a solitary seed word for each angle and extremity. The 

framework execution was additionally assessed utilizing the SemEval 2016 dataset. The examination 

showed cutthroat outcomes for various dialects and spaces. Essentially, Dragoni et al. [24] introduced 

a viewpoint based solo framework for assessment checking that upholds information representation. 

The creators took on an open data extraction way to deal with extricate the perspectives. The 

framework pointed toward furnishing clients with a powerful investigation and perception device in 

light of the client created content. The methodology demonstrated its viability contrasted with 

standard managed approaches partook in SemEval crusade. 

Rathan et al. [25] proposed a cosmology based highlight level opinion investigation model for the 

space of "Cell phones" for tweets. The creators included different highlights like spelling adjustment 

and emoticon and emoji identification. 

 

III. Emotion models/emotion 

The word 'emotion' came into existence in the seventeenth century, derived from the French word 

'emotion, meaning a physical disturbance. Before the nineteenth century, passion, appetite, and 

affections were categorized as mental states. In the nineteenth century, the word 'emotion' was 



Emotion Based Approach for Sentiment Classification 

5633 

 

 

considered a psychological term (Dixon 2012). In psychology, complex states of feeling lead to a 

change in thoughts, actions, behavior, and personality referred to as emotions. Broadly, 

psychological or emotion models are classified into two categories: dimensional and categorical. 

 
 

 
Figure. 2. Emotion Model 

 

Dimensional Emotion model This model represents emotions based on three parameters: valence, 

arousal, and power (Bakker et al. 2014. Valence means polarity, and arousal means how exciting a 

feeling is. For example, delighted is more exciting than happy. Power or dominance signifes 

restriction over emotion. These parameters decide the position of psychological states in 2-

dimensional space, as illustrated in Fig. 1. 

Categorical Emotion model In the categorical model, emotions are defined discretely, such as anger, 

happiness, sadness, and fear. Depending upon the particular categorical model, emotions are 

categorized into four, six, or eight categories. 

 

IV. Emotion detection techniques 

a. Lexicon-based Approach Lexicon-based approach is a keyword-based search approach that 

searches for emotion keywords assigned to some psychological states (Rabeya et al. 2017). The 

popular lexicons for emotion detection are WordNet-Afect (Strapparava et al. 2004 and NRC word–

emotion lexicon (Mohammad and Turney 2013). WordNet-Afect is an extended form of WordNet 

which consists of affective words annotated with emotion labels. NRC lexicon consists of 14,182 words, each 

assigned to one particular emotion and two sentiments. These lexicons are categorical lexicons that tag each 

word with an emotional state for emotion classification. 

b. Machine Learning-based Techniques. Emotion detection or classification may require different 
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types of machine learning models such as Naïve Bayes, support vector machine, decision trees, etc. 

Jain et al. (2017) extracted the emotions from multilingual texts collected from three different 

domains. The authors used a novel approach called rich site summary for data collection and applied 

SVM and Naïve Bayes machine learning algorithms for emotion classification of twitter text. Results 

revealed that an accuracy level of 71.4% was achieved with the Naïve Bayes algorithm. Hasan et al. 

(2019) evaluated the machine learning algorithms like Naïve Bayes, SVM, and decision trees to 

identify emotions in text messages. 

c. Deep Learning and Hybrid Technique. Deep learning area is part of machine learning that 

processes information or signals in the same way as the human brain does. Deep learning models 

contain multiple layers of neurons. Thousands of neurons are interconnected to each other, which 

speeds up the processing in a parallel fashion. Chatterjee et al. (2019) developed a model called 

sentiment and semantic emotion detection (SSBED) by feeding sentiment and semantic 

representations to two LSTM layers, respectively. These representations are then concatenated and 

then passed to a mesh network for classification. 

d. Transfer Learning Approach. In traditional approaches, the common presumption is that the 

dataset is from the same domain; however, there is a need for a new model when the domain 

changes. The transfer learning approach allows you to reuse the existing pre- trained models in the 

target domain. 

 
V. Algorithm: 

This stop-word removal algorithm is completely a dictionary depended technique in which dictionary 

development approach is used to remove stop-word from input text. Basically a stop - word list 

consisting of 85 stop-words has been created with the help of hybrid method. This technique has 

following steps of execution to remove various stop - word from the input text as given below: 

Step 1] Start 

Step 2] Initially the input (Document) is tokenized and each and every word will be pooled 

(Stored) in sorted array (Stop-word List) 

Step 3] Then single stop-word will be taken from that sorted array (Stop-word List) 
Step 4] This extracted stop - word is compared with the targeted text in the stop-word list array using 

some linear search method 

Step 5] If the match is found, then the word from the stop – word - list array will be removed 

and the step – 4. will be continued till the end of stop-word-list array is arrived Step 6] The step – 2. 

to step - 5 will be continuously executed till all the stop-words are compared and removed 

Step 7] Resultant text of stop-words will be displayed in the output screen with all details like no. of 

stop - words removed, message containing all stop - words removed, no. of stop - words removed 

from the original documents, total number of words in targeted document (text), etc. 

Step 8] Stop 

 

VI. Evaluation 

A) Formula used for evaluating system accuracy 

i. Recall: Recall is the fraction of relevant instances that have been retrieved over the total amount 

of relevant instances. 

TP Recall (R) = - - - - - - - - 

TP + FN 
ii. Precision: Precision is the fraction of relevant instances among the retrieved instances. TP 
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Precision (P) = - - - - - - - ---- 

TP + FN + ND 

iii. F1 score: F1 Score ( F-score or F-measure) is a measure of a test's accuracy 

2 * P * R F-Measure (F1) = - - - - - - - - 

P + R 

Where, 

TP = True Positive = Number of correctly detected results FN = False Negative = Number of 

incorrectly detected results ND = Not Detected = Number of not detected results 

(TP + FN) = Total Detected results 

(TP + FN +ND) = Actual Number of available results 

It should be noted that during the execution, system may evaluate the complete targeted phrase in 

dataset accurately or inaccurately. Hence at the end Recall & Precision value may be equal. 

 
VII. Conclusion: 

A coordinated dictionary and rule-based approach was utilized to remove unequivocal and verifiable 

viewpoint as well as feeling grouping for these perspectives. In this review, a coordinated vocabulary 

and rule-based model has been picked. This model used the physically created dictionaries in this 

review with crossover rules to deal with a portion of the critical difficulties in angle based feeling 

investigation specifically what's more, feeling investigation overall. This approach announced elite 

execution results through an incorporated vocabulary and rule-based model. The methodology 

affirmed that coordinating opinion and perspectives vocabularies with different standards settings 

that handle different difficulties in feeling examination, like dealing with refutation, escalation, 

downtoners, rehashed characters, and exceptional instances of invalidation assessment rules, beat the 

dictionary benchmark also, different standards blends. 

One might contend that current techniques and calculations are adequate to give solo answers for 

various spaces datasets. Notwithstanding, a completely mechanized and precise arrangement that can 

be applied to everything areas doesn't yet exist. Notwithstanding, it is feasible to foster compelling 

semi-directed arrangements were space explicit perspectives are physically commented on while 

different undertakings are mechanized. In addition, cross-space feeling examination can be all the 

more actually used to decrease the manual endeavors in marking information. For this situation, 

machine gains from a specific area and applies the information to break down the feeling of texts in 

another space 

 

References: 

[1] Yang Hui, Willis Alistair, De Roeck Anne, Nuseibeh Bashar. A Hybrid Model for Automatic 

Emotion Recognition in Suicide Notes.Biomedical Informatics Insights. 

2012;5(1):BII.S8948.http://dx.doi.org/10.4137/bii.s8948. 

[2] Desmet B, Hoste VR. Emotion detection in suicide notes.Expert Syst Appl. 2013;40(16):6351-6358. 

[3] Wang Shangfei, Peng Guozhu, Zheng Zhuangqiang, Xu Zhiwei. Capturing Emotion Distribution for 

Multimedia Emotion Tagging.IEEETransactions on Affective Computing. 2019;1–

11.http://dx.doi.org/10.1109/taffc.2019.2900240. 

[4] Allouch M, Azaria A, Azoulay R, Ben-Izchak E, Zwilling M, Zachor DA. Automatic detection of 

insulting sentences in conversation.Paper presented at: Proceedings of the 2018 IEEE International 

Conference on the Science of Electrical Engineering in Israel (ICSEE);2018:1-4; IEEE. 

[5] .John S, Ederyn W, Bruce C.The Social Psychology of Telecommunication. London, UK and New 

http://dx.doi.org/10.4137/bii.s8948
http://dx.doi.org/10.4137/bii.s8948
http://dx.doi.org/10.1109/taffc.2019.2900240
http://dx.doi.org/10.1109/taffc.2019.2900240


Syed Saad Husain, Salim Y. Amdani 

5636 

 

 

York, NY: John Wiley & Sons; 1976. 

[6] S. Poria, E. Cambria, G. Winterstein, G.-B. Huang, Sentic patterns: Dependency-based rules for 

concept-level sentiment analysis, Knowl.-Based Syst. 69 (2014) 45–63, http://dx.doi.org/10.1016/j. 

knosys.2014.05.005. 

[7] S. Poria, E. Cambria, A. Gelbukh, F. Bisio, A. Hussain, Sentiment data flow analysis by means of 

dynamic linguistic patterns, IEEE Comput. Intell. Mag. 10 (2015) 26–36, http://dx.doi.org/10.1109/ 

MCI.2015.2471215. 

[8] M.Z. Asghar, A. Khan, S. Ahmad, F.M. Kundi, A review of feature extraction in sentiment analysis, 

J. Basic Appl. Scientific Res. 4 (2014) 181–186. 

[9] S.Y. Ganeshbhai, Feature based opinion mining : a survey, in: Advance Computing Conference 

(IACC), 2015 IEEE International, IEEE, 2015, pp. 919–923. 

[10] M.S. Akhtar, D. Gupta, A. Ekbal, P. Bhattacharyya, Feature selection and ensemble construction: a 

two-step method for aspect based sentiment analysis, Knowl.-Based Syst. 125 (2017) 116–135, 

http://dx.doi.org/10.1016/j.knosys.2017.03.020. 

[11] E. Cambria, Affective computing and sentiment analysis, IEEE Intell. Syst. 31 (2016) 102– 107, 

http://dx.doi.org/10.1109/MIS.2016.31. 

[12] G. Carenini, J.C.K. Cheung, A. Pauls, Multi-document summarization of evaluative text, Comput. 

Intell. 29 (2013) 305–312. 

[13] B. Liu, M. Hu, J. Cheng, Opinion observer: analyzing and comparing opinions on the web, in: 

Proceedings of the 14th International Conference on World Wide Web, 2005, pp. 342– 351. 

[14] K. Schouten, O. van der Weijde, F. Frasincar, R. Dekker, Supervised and unsupervised aspect 

category detection for sentiment analysis with co-occurrence data, IEEE Trans. Cybern. 48 (2018) 

1263–1275, http://dx.doi.org/10.1109/TCYB.2017.2688801. 

[15] B. Liu, L. Zhang, A survey of opinion mining and sentiment analysis, in: Mining Text Data, 

Springer US, 2012, pp. 415–463. 

[16] A.K. Samha, Y. Li, J. Zhang, Aspect-based opinion extraction from customer reviews, in: Computer 

Science and Information Technology (CS and IT), Volume 4, Number 4: Proceedings of the Second 

International Conference of Database and Data Mining (DBDM 2014), AIRCC Publishing 

Corporation, 2014, pp. 149–160. 

[17] D.V.N. Devi, C.K. Kumar, S. Prasad, A feature based approach for sentiment analysis by using 

support vector machine, in: 2016 IEEE 6th International Conference on Advanced Computing 

(IACC), IEEE, 2016, pp. 3–8, http://dx.doi.org/10.1109/IACC.2016.11. 

[18] A.S. Manek, P.D. Shenoy, M.C. Mohan, K.R. Venugopal, Aspect term extraction for sentiment 

analysis in large movie reviews using Gini Index feature selection method and SVM classifier, 

World Wide Web. 20 (2017) 135–154, http://dx.doi.org/10.1007/s11280- 015-0381-x. 

[19] M.S. Mubarok, M. Adiwijiaya, Aldhi Dwi, Aspect-based sentiment analysis to review products using 

Na€ıve bayes, in: AIP Conference Proceedings, AIP Publishing, 2017, pp. 1–8, http://dx.doi. 

org/10.1063/1.4994463. 

[20] M. Al-smadi, O. Qawasmeh, M. Al-ayyoub, Y. Jararweh, B. Gupta, Deep Recurrent neural network 

vs. support vector machine for aspect-based sentiment analysis of Arabic hotels’ reviews, J. Comput. 

Sci. (2017) 386–393, http://dx.doi.org/10.1016/j.jocs.2017.11.006. 

[21] M. Al-Smadi, B. Talafha, M. Al-Ayyoub, Y. Jararweh, Using long short-term memory deep 

neural networks for aspect-based sentiment analysis of Arabic reviews, Int. J. Mach. Learn. Cybern. 

(2018) 1–13, http://dx.doi.org/10.1007/s13042-018-0799-4. 

http://dx.doi.org/10.1016/j
http://dx.doi.org/10.1016/j
http://dx.doi.org/10.1109/
http://dx.doi.org/10.1109/
http://dx.doi.org/10.1016/j.knosys.2017.03.020
http://dx.doi.org/10.1109/MIS.2016.31
http://dx.doi.org/10.1109/TCYB.2017.2688801
http://dx.doi.org/10.1109/IACC.2016.11
http://dx.doi.org/10.1007/s11280-015-0381-x
http://dx.doi.org/10.1007/s11280-015-0381-x
http://dx.doi/
http://dx.doi.org/10.1016/j.jocs.2017.11.006
http://dx.doi.org/10.1007/s13042-018-0799-4


Emotion Based Approach for Sentiment Classification 

5637 

 

 

[22] M. Al-ayyoub, M. Al-smadi, M. Al-ayyoub, Y. Jararweh, O. Qawasmeh, Enhancing aspect-based 

sentiment analysis of Arabic hotel’ reviews using morphological, syntactic and semantic features, 

Inf. Process. Manage. (2018) 308–319, http://dx.doi.org/10.1016/j.ipm.2018.01.006. 

[23] A. Garcıa-Pablos, M. Cuadros, G. Rigau, W2VLDA: almost unsupervised system for aspect based 

sentiment analysis, Expert Syst. Appl. 91 (2018) 127–137. 

[24] M. Dragoni, M. Federici, A. Rexha, An unsupervised aspect extraction strategy for monitoring real-

time reviews stream, Inf. Process. Manage. (2018) 1103–1118. 

[25] M. Rathan, V.R. Hulipalled, K.R. Venugopal, L.M. Patnaik, Consumer insight mining: aspect based 

Twitter opinion mining of mobile phone reviews, Appl. Soft Comput. J. 68 (2018) 765–773, http:// 

dx.doi.org/10.1016/j.asoc.2017.07.056.587 

[26] Rabeya T, Ferdous S, Ali HS, Chakraborty NR (2017) A survey on emotion detection: a lexicon 

based backtracking approach for detecting emotion from Bengali text. In: 2017 20th international 

conference of computer and information technology (ICCIT), IEEE, pp 1–7 

[27] Mohammad SM, Turney PD (2013) Crowdsourcing a word-emotion association lexicon. 

Comput Intell 29(3):436–465 

[28] Jain VK, Kumar S, Fernandes SL (2017) Extraction of emotions from multilingual text using 

intelligent text processing and computational linguistics. J Comput Sci 21:316–326 

[29] Hasan M, Rundensteiner E, Agu E (2014) Emotex: detecting emotions in twitter messages. In: 2014 

ASE BIGDATA/SOCIALCOM/ CYBERSECURITY Conference. Stanford University, Academy of 

Science and Engineering (ASE), USA, ASE, pp 1–10 

[30] Hasan M, Rundensteiner E, Agu E (2019) Automatic emotion detection in text streams by analyzing 

twitter data. Int J Data Sci Anal 7(1):35–51 

[31] Chatterjee A, Gupta U, Chinnakotla MK, Srikanth R, Galley M, Agrawal P (2019) Understanding 

emotions in text using deep learning and big data. Comput Hum Behav 93:309–317 

[32] Ahmad Z, Jindal R, Ekbal A, Bhattachharyya P (2020) Borrow from rich cousin: transfer learning for 

emotion detection using cross lingual embedding. Expert Syst Appl 139:112851 

[33] Ahmed WM (2020) Stock market reactions to domestic sentiment: panel CS-ARDL evidence. Res 

Int Bus Finance 54:101240 

http://dx.doi.org/10.1016/j.ipm.2018.01.006

