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Abstract 

This article focuses on development of advanced demosaicking using deep convolutional 

neural network (D-CNN) model with self-ensemble method to reduce the computational 

complexities. The proposed D-CNN model consisting of densely connected residual blocks 

with the densely connected residual network (DRDN) for the training of various mosaic 

patterns and CFAs. Thus, this architecture reduces the vanishing-gradient problems generated 

during the training process with the utilization of efficient sub-pixel convolutional neural 

network (ESPCN) layer. The test images are applied to the D-CNN+DRDN architecture and 

performs the initial demosaicking operation using the local features of block-wise 

convolutional layers. Finally, improved guided image filter (IGIF) method is employed to 

preserve the edge intensity values in output demosaicked image. Extensive simulation results 

shows that proposed color image demosaicking model gives the enhancive subjective and 

objective performance with least mosaic pattern effects and reduced color errors. Performance 

evaluation compared to the demosaicking approaches from the literature like DDEMO, DRDN, 

and DRDN+ in terms color peak signal-to-noise ratio (CPSNR), and structural similarity 

(SSIM) index. 
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Introduction 

Demosaicking has become very popular among a huge range of people in signal 

processing as well as applied mathematics. Demosaicking protocols adopt variety of signal 

processing methods [1, 2] such as inverse problems, neural network, wavelet, Bayesian 

statistics, and convex optimizations and so on. An outline of various methods for 

demosaicking is presented here. The protocols are broadly sorted into a couple of groups as 

per the progression of protocol development in the domain.  As a cost-effective way to 

capture color images, most digital cameras employ a single monochromatic image sensor, in 

combination with a CFA [3] placed directly in front of the sensor array; the CFA performs a 

spatial subsampling procedure, in which every pixel in the array records one portion of the 

incoming light spectrum. CFA consists of an array of color filters, arranged in a specific 

manner for sampling one color band at every pixel location. The most used CFA pattern is 

Bayer pattern, in which red and blue values are sampled on rectangular lattice whereas green 

value is assessed on quincunx lattice, twice as many as that of red or blue value. Reason for 

having dense green samples in the CFA pattern is that green filters have spectral responses 

closer to luminance responses of human visual systems, recording the greatest amount of 

spatial data is useful for perceived image quality. Spectrally selective filters mosaic and 

minimal repeating CFA are also called CFA pattern. Usually, formed CFA patterns need not 

be rectangular.  A rectangular CFA pattern [4] is represented by various 2 × 2 patterns as 

shown in Figure 1. Bayer CFA pattern is a popular technique used by sensor manufacturers 

where the sensor is coated to record one of three color components in each pixel location. 

Bayer filter mosaics are CFAs for ordering RGB color filters on square grids of photo 

sensors. Most of the single-chip digital image sensors that are used in digital cameras, 

camcorders, and scanners utilize the particular arrangement of color filters to create a color 

image. Thus, the Bayer color filter pattern holds 50% green, 25% red and 25% blue and its 

various permutations would be GBRG, GRBG, or RGGB and BGGR as shown in Figure 1. 

Digital cameras embed a series of signal processing operations in their processors to produce 

images, which is called an image processing pipeline. An image pipeline design plays a key 

role in digital camera systems for generating high quality images. Although the sequence of 

operations differs from manufacturer to manufacturer, a general image pipeline consists of a 

series of processing functions. 

In typical digital camera pipeline architecture, the color demosaicking (CDM) [5] is one 

of the first operations performed after CFA image acquisition. The demosaicked RGB images 
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are then modified by adjusting white balance and performing color and gamma correction to 

match the colors of the input scene when rendered on a display device. White balancing 

operation makes the white objects appear as white by removing the color tint of an image. 

Color correction converts the CFA sensor color space to a standard RGB space, such as linear 

RGB. Gamma correction adjusts the image intensity to manage the nonlinearity of CRT or 

LCD display.  

 

 

Figure 1: Different forms of Bayer mosaic patterns. 

 

Once adjustment and correction processes are completed, the enhanced image is 

compressed for storage or transmission. Moreover, noise may also be present because of 

communication errors or compression. Hence, de-noising is typically required and is the first 

stage prior for analysis of image data. It is required to employ effective de-noising method for 

compensating the corruption of data. Image de-noising is a huge problem for most research 

scholars as removing noises brings about artifacts apart from blurs in the image. Almost all 

digital color cameras currently utilize single sensor with CFAs for capturing visual scene in 

color. The presence of noise in CFA information leads to deterioration of visual quality of 

acquired images apart from extreme demosaicking artifacts that is hard to eliminate through 

consequent de-noising procedure. An immense number of demosaicking methods have been 

proposed in the literature. 

Rest of the paper organized as follows: Section 2 contains an elaborative study of 

existing literature on CFA Demosaicking methods. The Section 3 describes the proposed 

CFA demosaicking architecture which employs IRRRGF method. Section 4 deals with the 
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experimental analysis using standard datasets and comparative analysis with various state-of-

art approaches. Section 5 concludes the paper with possible future enhancements.  

Related work 

Basic Demosaicking algorithms employed for interpolation of missing colour samples in 

CFA image are nearest neighbour [6], bilinear [7], or bicubic interpolation [8] algorithms. 

However, these simple interpolations resulted in many false color artifacts such as blurring, 

chromatic aliases, zippering, and purple fringing [9] etc. To overcome these problems many 

interpolation-based approaches are presented in the literature. The approaches are four-

direction residual interpolation for demosaicking (FDRI) [10], adaptive residual interpolation 

for demosaicking (ARI) [11], multi gradients-based demosaicking (MSG) [12], edge strength 

filter based demosaicking (ESF) [13], directional filtering and weighting (DDFW) [14], 

directional linear minimum mean square error estimation (DLMMSE) [15], matrix 

factorization iterative tunable (MFIT) [16], LMMSE [17] and Markov based image forgery 

detection (MIFD) [18]. In [19] authors focused on the classification of color textures obtained 

by single sensor color cameras by using RGBW CFA approach. In those cameras, RGBW 

CFA makes every photo sensor sensitive to solely one-color elements, and CFA images are to 

be demosaicked to predict the final color images. The authors showed that demosaicking is 

degrading to the textural data as it impacts color texture descriptors like chromatic co-

occurrence matrices (CCMs).  In [20] authors proposed to create a pair of quarter-size color 

images directly from second order statistical (SOS) analysis for CFA images without any 

prediction, then to calculate the CCMs of the quarter-size images. Outcomes of experiments 

performed on benchmark color textural datasets showed the efficacy of the suggested method 

for textural classification while complexity studies highlight the computation efficacy. 

To overcome the above stated issues, deep learning architectures were adopted for the 

demosaicking operation. In [21] authors proposed a novel quality-efficient universal 

demosaicking for arbitrary CFA using sparse based radial basis function (SRBF). In their 

proposed method, both the spatial and the temporal correlations among the CFA data are 

taken into account during the demosaicking. Then an effective least square-based approach 

was developed to fuse the spatial-based demosaicked result and the temporal-based one. In 

[22] authors presented a novel iterative denoising and demosaicking technique with CNNs as 

well as the color shrinkage using repetitive color transform. The novel CNN-demosaicking 

technique was initially created for the Bayer's primary CFA, but a slight alteration enables its 

application in several CFAs apart from the Bayer one. In [23] authors proposed deep residual 
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learning (DRL) and applied it to the demosaicking issue. MDFCN output was used for 

improving initial green channel interpolation as well as for applying constant color difference 

rule in an adaptive manner. The MDFCN directed technique produces visually pleasing 

outcomes with poorer CPSNR. A 2-layer CFA to obtain high quality image as well as 

demosaicking protocols for interpolating a suggested generative adversarial network (GAN) 

has been proposed by authors [24]. Research results showed performance saturation as color 

channels sub-sampling is inevitable. To offset this, multilayer CFA has been developed to get 

2 or 3 color data at a single pixel position. Simple demosaicking algorithms are presented to 

evaluate the proposed method’s performance. In [25] authors proposed a classified-based D-

CNN compensation protocol for CFA demosaicking, which has been utilized for enhancing 

the image quality of D-CNN outcome acquired by other CFA images. Firstly, all pixels are 

sorted as per their neighbourhood textural variance as well as angels. Then, various least 

mean square filters are trained to adopt for handling pixels of several features.  In [26], 

authors presented learning deep convolutional networks scheme of CFA synthesis in digital 

images through dictionary re-demosaicking. This refers to an anti-forensic method to be 

against a plurality of forensic techniques on the basis of CFA structure identification in 

images. Firstly, through sparse abstraction on manipulated images, a dictionary is acquired.  

In [27], authors presented random CFA demosaicking strategies were permitted to re-

demosaicking every dictionary using residual learning. Finally, the image has been 

reconstructed through the re-demosaicked dictionary. Outcomes from experiments 

demonstrated that both satisfied image quality with regard to PSNR and stronger CFA 

characteristic are attained. To overcome these issues, this article focuses on development of 

advanced demosaicking using D-CNN model with self-ensemble method to reduce the 

computational complexities. The proposed D-CNN model consisting of densely connected 

residual blocks with DRDN for the training of various mosaic patterns and CFAs. Thus, this 

architecture reduces the vanishing-gradient problems generated during the training process 

with the utilization of ESPCN layer. The test images are applied to the D-CNN+DRDN 

architecture and performs the initial demosaicking operation using the local features of block-

wise convolutional layers. Finally, IRRGF method is employed to generate the high intensity 

output demosaicked image.  

Proposed Methodology 

The proposed DRDN based DCNN layered architecture is presented in Figure 1; it is 

developed based on the concepts of ResNet and DenseNet.  The both networks will be 
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effectively used to identify the mosaic problem and identify the missing pixels with the 

suppression of vanishing-gradient problems occurred in conventional approaches. Then, 

DRDN takes the responsibly to restore the missing pixel with the help of trained database. 

The input applied to the DCNN model contains only quarter of test input size, thus the 

DCNN model takes less time for training and testing operations. As the size of the input 

reduces, then the requirement of Neurons and feature maps also reduced, thus input memory 

stored into feature maps also reduced effectively. It indicates that the proposed model utilized 

low memory and computational complexities are also reduced.

 

Figure 2: Flow of the proposed demosaicking approach. 

 

The DRDN based DCNN network is trained with the various mosaic patterns with 

different CFAs. So, when test image is applied, its color filters are analyzed, and mosaic 

patterns are extracted by DRDN effectively. Then, DCNN applies the mosaic removal 

operations and results in prominent demosaicked out image. But the resultant output image 

does not contain the same resolution as original mosaicked input image.  To solve this, our 

network applies the ESPCN layer to demosaicking solution, which generates the high-

resolution output image. The proposed ESPCN layer learns an up-scaling filter to upscale 

their final output. This enables the network to reduce the computational complexity also. 

Then, SEM is employed, which shows significant performance enhancement without 

additional time or computational complexity consumptions. However, the multi-layer 

structure costs a lot of time and computational complexity, as it needs to train additional 

networks. On the other hand, the self-ensemble method, which averages the outputs of the 
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transformed input images, only needs one trained network. By applying SEM, the 

performance of our proposed network gets increased without training additional networks. 

Finally, IGIF method is applied to convert low intensity pixels to high intensity pixels. This 

method is used to generate demosaicked images more efficiently and accurately with perfect 

smoothing.  

The architecture of various blocks of the proposed model are explained below. 

DRDN-based DCNN architecture 

The DRDN based DCNN architecture consisting of four major parts; they are initial 

convolution block, densely connected residual blocks (DRBs), final convolution layer, and 

ESPCN layer. The proposed DL-CNN architecture consisting of densely connected residual 

blocks (DRBs) and convolution layers for providing the better accuracy compared to the 

other state of art approaches.By using the circular transformation, the real valued test features 

are converted to complex domain.  Different layers are used to perform the one-to-one 

mapping of these real-valued features, the complex domain data is generated in all four 

quadrants by this transformation. The convolution layer contains the hyperbolic secant 

activation function with Gaussian-like search operation. Finally, the system of linear 

equations is generated by this approach with the effective utilization of Optimal output 

weights.Thus, these weights are applied to the ESPCN layer through the orthogonal 

assessment regions and the resolution matching will be achieved.   

DRDN is the neural network with several feature processing layers. The convolutional 

layers are used to apply the filters with various sizes on the test images. The convolution 

layers are using the bias 𝑏𝑘  and filter 𝑊𝑘   at k
th

 stage. Then apply those filers on input at 𝑖 

location, thus the resultant output generated at location 𝑗 as expressed below: 

𝑌𝑘 𝑗 = 𝜎  𝑋𝑘−1 𝑖 ∗  𝑊𝑘 𝑖, 𝑗  +  𝑏𝑘 𝑗 𝑖 ∈  (𝑗 )       (1) 

Here, mainly  𝑋 (𝑗)  denotes the input image and 𝑌 (𝑗)  denotes the output image, ∗ 

denotes the convolution operation, and finally a ESPCN function is denoted by 𝜎(. ) .  Here, 

 𝑗  denotes the region of input image and its values are pooled by sub sampling function. 

Figure 3 presents the detailed schematic diagram of proposed DRDN based DCNN 

architecture with global residual learning procedure.  

The detailed description of proposed DCNN architecture with each layer operation as 

follows: 
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 CONV 1 layer is used to calculate the neurons output, which is interconnected to the 

local region in input image. Here, 12 feature mapsare used to generate the weight 

coefficients and each neuron performs a dot product operation between the weights to 

the small, interconnected region or pixels of input image. Finally, the size of the 

CONV 1 layer developed as [1 × 1 ×12]. CONV 1 layer will identify the mosaic 

patterns with its size. The mosaic patterns will be initially identified to perform 

demosaicking operation. 

 

Figure 3:  Global residual learning architecture of the proposed method. 

 

 CONV 3-layer functions same as CONV 1 layer and it is also used to generate the 

activation function and performs the element wise operation with maximum 

thresholding at zero.  Thus, the size of the layer will remains changed such as 

[3 × 3 × 64]; Here 3 indicate width and height of filter size and 64 indicates feature 

maps,respectively.  CONV 3 layer is majorly responsible for removing the color 

errors, readjusting the color levels, Mosaic patter identification and pixel level mosaic 

correction to generate demosaicking output image. 

 DRB layers are used to perform the multi-layer convolution operation with various 

feature maps and filter sizes. 

 Finally, the ESPCN layer generates demosaicked images with the desired resolution. 

This layer consisting of the multiple up sampling and down sampling filters. By 

performing the sub sampling operation between the input to the filters, output image 

generated with required resolution. 

Densely connected residual block 

The proposed local residual learning architecture of DRDN as shown in Figure 4 

consisting of numerous convolutional layers is categorized into convolution blocks and a 

transition layer, respectively. Convolutional layers are majorly responsible for removing the 
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color errors, readjusting the color levels, Mosaic patter identification and pixel level mosaic 

correction to generate demosaicking output image. Totally three convolution blocks and one 

transition layer block respectively, output of each block is connected to another block in 

densely connected manner.  The convolutional block consisting of CONV1 with filter size [1, 

1, k] and CONV3 layers with filter size [3, 3, 4k]. 

Here, k indicates the feature maps, so the CONV3 layer generates the four times higher 

maps compared to the CONV1 layer, respectively.  After each convolution block, RELU 

based activation function is used for accurate feature mapping. Here, the red, green, and blue 

lines are indicating these activation functions. Finally, transition layer is used with the 

convolutional layer by the filter size [1, 1, and 64], here 64 indicates the feature size. The 

transition layer is used for the effective reconstruction of color errors. Finally, to maintain the 

size of output image and to generate the enhancive outcome exclusive or operation is 

performed between convolution al inputs to the transition layer output. 

 

Figure 4:  Local residual learning architecture of DRDN. 

 

This method is used to perform the conversion of weak intensity pixels to high intensity 

pixels. For performing this conversion all the input image pixels are iterated and its intensity 

value will be evaluated and further adjusted for smoothing operation.  

Most of the existing CNN algorithms consisting of the train dataset image clustering, 

initial demosaicking with interpolation and training as its substantial pre-processing 

blocks.They utilized the Initial interpolation block for maintaining the output image 

resolution size same as the original test image. And they used CNN with multiple layers for 

maintaining the resolution of output, but at a cost of maximum unwanted memory usage with 

the higher computational complexity. As the size of the output image is increases the 

computational complexity of these methods will increase. Most of the methods cluster the 
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training dataset, thus the system needs to train each and every cluster, and this phenomenon 

naturally increases the computational complexity. As recorded in the outcomes of deep 

learning approaches, the strategies could considerably enhance image quality; additionally, 

better visual perceptual may be got. It is to be noted that the suggested technique is regarded 

as efficient post-compensation through the application for any earlier strategies for yielding 

even better image qualities.To solve the problems of conventional CNN algorithms, the 

proposed CFA demosaicking approach is developed using the DRDN presented in Figure 2.   

 

Table 2: Proposed DRDN+ GIF algorithm. 

Input: Mosaicked input image, Output: Demosaicked output image 

Step 1: Train the neural network with different mosaic patterns with various CFA. 

Step 2: Divide the input image into four color layers based on Bayer mosaic patterns. 

Step 3: Apply the DRDN based DCNN architecture to perform the demosaicking operation 

with lower computational complexity. 

Step 4: Apply the ESPCN layer to generate the demosaicking image with same resolution of 

input image. 

Step 5: Perform the self-ensemble method (SEM) for performance enhancement for better 

visual and objective outcomes. 

Step 6: Finally, EGIF method was applied to convert low intensity pixels to high intensity 

pixels with the preservation of edge information.  

Step 7: it results in final demosaicked output image. 

 

The proposed EGIF method is explained as follows: 

If 𝒢 is a guided image centered at a pixel 𝓂 in a local square window 𝓌, then the filtered 

output 𝕆 at a pixel 𝓃 is given by 

𝕆𝓃 = 𝑎𝓂𝒢𝓃 + 𝑏𝓂, ∀𝓃 ∈ 𝓌𝓂      (2) 

Where 𝑎𝓂 and 𝑏𝓂 are the linear coefficients which are constant in window𝓌𝓂. To 

determine linear coefficients, constraints have to be derived from the input image 𝕀. In other 

way, to get noise free output, unwanted components ℕ (like noise or texture) must be 

subtracted from 𝕀. 

𝕆𝓃 = 𝕀𝓃 − ℕ𝓃        (3) 
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The solution for this problem should minimize the difference between 𝕀 and 𝕆. It should 

also maintain the relation in eq. (3). Hence, 𝑎𝓂 and 𝑏𝓂 are the linear coefficients that can 

minimize the cost function in window 𝓌𝓂 as 

𝐸 𝑎𝓂, 𝑏𝓂 =    𝑎𝓂𝒢𝓃 + 𝑏𝓂 − 𝕀𝓃 2 + 𝓇𝑎𝓂
2 𝓃∈𝓌𝓂

   (4) 

where 𝓇 is the regulization parameter. Eq. (4) represents the linear regression model. The 

solution for this is directly given by 

𝑎𝓂 =
1

 𝓌 
 𝕊𝓃𝕀𝓃−𝜇𝓂𝕀 𝓃𝓃∈𝓌𝓂

𝜎2
𝓂+𝓇

       (5) 

𝑏𝓂 = 𝕀 𝓃 − 𝑎𝓂𝜇𝓂        (6) 

Here  𝓌  is the number of pixels in a window 𝓌𝓂 centered at pixel 𝓂, 𝜇𝓂 is the mean, and 

𝜎2
𝓂 is the variance in the window𝓌𝓂. 𝕀 𝓃 is the mean of input 𝕀𝓃in 𝓌𝓂 and is given by 

𝕀 𝓃 =
1

𝓌
 𝕀𝓃𝓃∈𝓌𝓂

        (7) 

Once linear coefficients are obtained, then output 𝕆𝓃 can be solved according to eq. (1). 

But different overlapping windows 𝓌𝓂 centered at 𝓂 contain pixel 𝓃 in common. To 

resolve this problem, take average of all estimates of 𝕆𝓃. Hence, the filtering output can be 

given as 

𝕆𝓃 = 𝑎𝓂    𝒢𝓃 + 𝑏𝓂
            (8) 

Where 𝑎𝓂    =
1

𝓌
 𝑎𝓂𝓃∈𝓌𝓂

 and 𝑏𝓂
    =

1

𝓌
 𝑏𝓂𝓃∈𝓌𝓂

 are the averages of all linear 

coefficients. In this article, filtering output of guided image 𝕀 in the guiding of 𝒢 is denoted 

as𝑆𝐺𝐼𝐹𝔶,𝓇 𝕀, 𝒢 , where 𝔶 is the filter size/neighborhood size and 𝓇 is the degree of 

smoothing/regulization parameter. The behaviour of the SGIF controlled by these parameters 

𝔶 and𝓇. If the guided image has a variance 𝜎2
𝓂 higher than the threshold𝓇 𝜎2

𝓂 ≥ 𝓇 , 

within a window 𝓌𝓂 , then the pixel in the center of the window remain unchanged, whereas 

if a pixel is in the centre of low variance window whose variance is less than, then pixel value 

is replaced by the average of the neighbourhood. 

The basic idea is to find weight corresponding to a pixel in an image based on its 

horizontal and vertical edge strengths. In theory, to find a weight corresponding to a pixel at a 

location  𝑚, 𝑛  in an image take a square window 𝓌 of size 𝑝 × 𝑝 around its neighbourhood. 

Consider ℚ as a matrix and find its covariance matrix by considering row as an observation, 

column as a variable. 

𝑐𝑜𝑣 ℚ = 𝐸  ℚ − 𝐸 ℚ   ℚ − 𝐸 ℚ  𝑇      (9) 

Calculate unbiased horizontal estimate of a covariance matrix at a pixel location  𝑚, 𝑛  as 
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𝔘ℰΗ

𝑚 ,𝑛 ℚ =
1

𝑝−1
  ℚ𝓀 − ℚ   ℚ𝓀 − ℚ  𝑇𝑝

𝓀=1      (10) 

Where ℚ𝓀 is the 𝓀𝑡ℎobservation of the 𝑝 -dimensional variable and ℚ  is the average of 

the observation. Interestingly diagonal of 𝔘ℰΗ

𝑚 ,𝑛 ℚ is a variance vector. Compute Eigen 

values 𝜆ℰΗ

𝓀  of 𝔘ℰΗ

𝑚 ,𝑛 ℚ . As the size of matrix is 𝑝 × 𝑝, number of Eigen values can be found 

is 𝑝. To get horizontal edge strength ℮ℰΗ
, add all these Eigen values. 

℮ℰΗ
 𝑚, 𝑛 =  𝜆ℰΗ

𝓀𝑝
𝓀=1        (11) 

Similarly, to take vertical edge strength into account, take every column as an observation 

and row as a variable. Calculate the unbiased vertical estimate 𝔘ℰ𝒱

𝑚 ,𝑛
, and then compute the 

Eigen values 𝜆ℰ𝒱

𝓀 . Add these Eigen values to get the vertical edge strength ℮ℰ𝒱
 as, 

℮ℰ𝒱
 𝑚, 𝑛 =  𝜆ℰ𝒱

𝓀𝑝
𝓀=1        (12) 

To find the weight 𝕎 𝑚, 𝑛 of a pixel at location 𝑚, 𝑛 , take a sum of ℮ℰΗ
 𝑚, 𝑛  and 

℮ℰ𝒱
 𝑚, 𝑛  

𝕎 𝑚, 𝑛 = ℮ℰΗ
 𝑚, 𝑛 + ℮ℰ𝒱

 𝑚, 𝑛      (13) 

 

Results and discussion 

In this section, the performance of the proposed network with simulation experiments is 

demonstrated. The network training is carried out under the TensorFlow environment. The 

training sets are created beforehand and then uploaded into TensorFlow. 

Dataset 

As many image processing solutions that apply CNN architecture have been proposed, 

many datasets have been used for training networks. The DIV2K training and validation 

datasets include high quality images. The DIV2K training dataset consists of 800 images 

where the resolution of each image is similar to the FHD resolution (1920 × 1080). The 

DIV2K validation dataset consists of 100 images, where the resolution of each image is 

similar to the training dataset. Given the high quality of the images in the DIV2K, many 

state-of the-art image processing methods use this dataset and show improved performance.  

Thus, we train our proposed network with the DIV2K training and validation sets. When 

training our network, we use patches that are extracted from the training dataset where the 

width and height of the patches are set to 64 pixels. To augment the training patches, we 

randomly rotate and flip the input patches before entering the proposed network. We set the 

batch size of the training patches to 64 and train our proposed network for 300 epochs.   
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We use the Adam optimizer with an initial learning rate of 10
−4

 and divided it by 10 for 

every 100 epochs. For the activation function, we used the leaky rectified linear unit (leaky 

ReLU), where α is set to 0.1. We use the mean square error for the loss function. We set the 

number of DRB (𝑁) to 15 and the growth rate (𝑘) to 32. 

4.2 Performance comparison 

The performance of our proposed network is compared with both non-CNN-based 

algorithms such as interpolation approaches and CNN based algorithms, respectively. The 

non-CNN based approaches are DLMMSE, DDFW,LMMSE, and MIFD, respectively. And 

the deep learning-based approaches are CNN,DCNN, DDEMO, and DRDN, respectively. 

These methods are compared with the proposed method by using two subjective metrics they 

are structural similarity (SSIM) and color peak signal to noise ratio (CPSNR).  

When comparing the performances of the demosaicking methods, it is important to 

compare whether there exist any artifacts such as zippering or false color artifacts. In Figure 

5a, we compare the result images of the DIV2K dataset. As shown in the figure, the 

conventional demosaicking methods show false color artifacts, both with and without the 

CNN architecture. However, the proposed method interpolates the pixel values accurately 

and does not present any artifacts, respectively. Figure 6 presents the resulting images of the 

DIV2K dataset. As shown in the figure, the conventional methods produce false color 

artifacts in the form of black dots. However, the proposed method does not exhibit any false 

color artifacts, which establishes its excellent performance. 

 

    

(a) (b) (c) (d) 

Figure 6: Obtained results windows image from DIV2K dataset. (a) original image. (b) 

mosaicked. (c) DDEMO [28]. (d) proposed DRDN+IGIF. 
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4.3. Objective evaluation 

Table 3, and Table 4 compares the proposed model with various deep learning and non-

deep leaning methods. Anyhow it is important thing to be analyzed that, the various authors 

also focused on development of Demosaicking method with non-deep learning architectures. 

Through, their analysis, they stated that some of non-CNN based methods gives better SSIM; 

CPSNR performance compared to the SEM based DCNN architectures. From the 

DLMMSEapproach it is proved that the SSIM performance is increased even number of 

layers are increased in DLCNN. Thus, to overcome the problem of SEM based DLCNN 

approaches, the proposed method utilized the IGIF approach, which significantly increase the 

performance of proposed method compared both deep learning and non-deep learning 

approaches, respectively. 

 

Table 3. Performance comparison of proposed method with existing non-DL approaches. 

 DLMMSE DDFW LMMSE MIFD Proposed 

CPSNR 40.11 40.66 42.04 42.56 44.56 

SSIM 0.992 0.991 0.978 0.934 0.995 

 

Table 4. Performance comparison of proposed method with existing DL approaches. 

 CNN DCNN DDEMO DRDN DRDN+SEM Proposed 

CPSNR 40.66 40.37 42.03 42.43 42.66 44.56 

SSIM 0.978 0.967 0.947 0.974 0.983 0.995 

 

Conclusions 

In this paper, an image demosaicking method using DCNN based DRDN with 

IGIFapproach is proposed, where DCNN designed using improved DRB with DRDN 

architecture to directly generate the initial demosaicked output images, as the DCNN 

architecture is trained with the various mosaic patterns with various color filters. The dense 

residual network including dense residual blocks with long jump connections and dense 

connections to overcome the problem of gradient disappearance and gradient dispersion 
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during the network training, this can improve the discriminate ability of the network. The 

DCNN architecture is capable of providing the enhanced demosaicked output image with the 

ESPCN layer enabling SEM method. Finally, The IRRGF algorithm was applied to enchase 

the demosaicked output by solving the complexity problems of SEM approach with 

enhancement of low intensity pixels. The network was trained and tested with the DIV2K 

database and Comparisons among different image demosaicking methods showed that the 

proposed method can better eliminate artifacts in the reconstructed image and can especially 

better restore high-frequency features, such as edges and angles of the image. 
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